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Collective feedback can support an individual’s decision-making process. For instance, individuals often seek the advice of friends, family, and co-workers to help them make privacy decisions. However, current technologies often do not provide mechanisms for this type of collaborative interaction. To address this gap, we propose a novel model of Community Oversight for Privacy and Security (“CO-oPS”), which identifies mechanisms for users to interact with people they trust to help one another make digital privacy and security decisions. We apply our CO-oPS model in the context of mobile applications (“apps”). To interrogate and refine this model, we conducted participatory design sessions with 32 participants in small groups of 2-4 people who know one another, with the goal of designing a mobile app that facilitates collaborative privacy and security decision-making. We describe and reflect on the opportunities and challenges that arise from the unequal motivation and trust in seeking support and giving support within and beyond a community. Through this research, we contribute a novel framework for collaborative digital privacy and security decision-making and provide empirical evidence towards how researchers and designers might translate this framework into design-based features.
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1 INTRODUCTION
Many technology users learn about digital security and privacy from informal sources, such as stories from individuals they know [58]. Others report feeling uncertain and overwhelmed about how to manage their digital privacy and security to the point that they outsource these decisions to more knowledgeable users, such as their family members [24,28]. In many cases, when people
are in new situations or face uncertainty, they observe others and act similarly, or they ask friends or loved ones for advice. In turn, they provide guidance to friends and family members, those they work with, and to other individuals within their social networks [1,17,41].

In summary, users rely on their existing communities to help them make digital privacy and security choices. But seldom are these community-based social processes supported by technology. As a result, the information flows that aid individuals’ privacy and security management within their socially constructed networks remain largely disconnected from design. Most technology solutions have not embedded mechanisms that afford the level of transparency and awareness needed to facilitate group-level privacy and security management within digital contexts.

To address this gap, we first propose a model of community oversight with mechanisms that support individuals’ digital privacy and security practices. These mechanisms include increased transparency and awareness that allows trusted members of a community to provide relevant information, feedback, and assistance to help one another navigate the complexities of managing their digital privacy and security. Our model of community oversight is built on concepts drawn from the literature on citizen participation, community organizing, and proactive measures against risk. However, it is unclear how these concepts can be translated into design. We used a community-based participatory design approach to interrogate and improve our model of community oversight by noting mechanisms that participants used in the co-design of an app intended for community oversight, examining the following research questions:

**RQ1:** How can we translate users’ needs for transparency, awareness, and individual participation into features that support the mechanisms of community oversight?

**RQ2:** Specifically, what features would people find useful in a mobile app designed to help them co-manage their digital privacy and security of their smartphones with others?

**RQ3:** What are the potential opportunities and challenges that emerge from this process of translating community oversight into interaction design patterns?

To answer these questions, we conducted Participatory Design (PD) sessions with 32 participants working in 13 small groups (of 2-4 members) for which they had existing relationships (e.g., friends, family members, and co-workers). We interviewed participants in their small groups and gave them a scenario-based task where they were asked to co-design new features for a mobile app for community oversight. We qualitatively examined the features based on how participants envisioned features would help them collaborate with their community members to make mobile app privacy and security decisions. This examination was then translated into the concepts in our model of community oversight. Overall, we found that users were concerned about online risks and would appreciate guidance not just from their community but also from strangers. Yet, while participants were comfortable with sharing their experiences and decisions within their community, many were less interested in performing direct oversight of others. Through this research, we make the following novel contributions:

- A novel model of community oversight based on the concepts of transparency, awareness, individual participation, and community.
- Empirical results from participatory design sessions that serve to translate these mechanisms into design-based features that people find useful for co-managing their mobile privacy and security.

Co-designing for Community Oversight

- A revised model of community oversight based on the empirical study that incorporates the critical role of trust between community members and differentiates between active and passive individual participation.
- Design-based recommendations promoting collaboration among community members as it relates to digital privacy and security.

Thus, our research makes both theoretical and design-based contributions through the combination of our proposed model of community oversight and participatory design results.

2 RELEVANT BACKGROUND LITERATURE

Our research addresses the challenge of helping users collectively manage their digital privacy and security through the help of others. We first discuss research from the usable privacy and security community related to this goal, as well as research on mobile application privacy more generally. We will also discuss a broad range of motivating work on collective and social decision making when presenting our model in the following section.

2.1 Usable Privacy and Security Beyond the Individual

Much of the research in the usable security and privacy community has examined methods to better inform an individual’s security and privacy practices, such as through improving interface designs to aid user understanding, and nudging users to consider the implications of their decisions more carefully [70]. While there has been considerably less focus on social processes, prior research has demonstrated the importance and prevalence of social processes in digital security and privacy management. For example, Pierce et al. [55] found that most cybersecurity toolkits focus more individual user’s needs over community and that designers and researchers should develop tools that better support collective action. Rader et al. [57,58] examined how people learn about security advice and found that one important avenue is through the informal stories of security experiences told between friends and family. Indeed, family and peers are one of the most frequently used sources of security advice [59]. Dourish et al. [24] found that one common security management strategy was delegating security decisions to those more capable or interested, such as family members, knowledgeable colleagues, or roommates. Das et al. [19] conducted a study on mobile authentication for apps and found that individuals often warn their friends and loved ones to be careful after experiencing a security breach, reading about a security threat on the news, or observing a friend’s insecure behavior. As such, Das and his colleagues affirm that social processes, such as social influence, do play a major role in security and privacy decisions, as social triggers can raise awareness, motivation, and knowledge about security [20]. Through a study of the adoption of security mechanisms on Facebook, they further demonstrated that the transparency of security features is critical to enable such social processes to occur [19,20]. They also found that people were more likely to adopt a security feature if a friend recommended it.

This prior literature shows that social processes can help people become more aware of issues surrounding digital privacy and security and influence behavior. However, few of these social processes have been explicitly reflected within technology mechanisms themselves. One exception is social navigation, providing interface cues regarding the decisions of other people, such as how many other users chose to share particular content. DiGioia and Dourish were the first to propose a social navigation mechanism to increase the transparency of privacy decisions by providing users with feedback on which files others made public in a peer to peer file sharing service [21].
Evaluations of this and similar mechanisms for cookies, instant messaging, and Facebook [6, 33, 54], demonstrated that cues derived from the privacy settings of others can influence one’s choices. Social navigation mechanisms enable social comparison, allowing an individual to compare their decision against the social norms of other users. However, in all these cases, information flow is unidirectional, gathered and aggregated from a collection of other users and provided to the individual making a new decision. While Das et al. suggest that the observability provided by such mechanisms is best used to facilitate social learning conversations regarding others’ behavior change [20], social navigation and similar mechanisms that have been proposed lack this support [43]. Therefore, we propose to examine the more influential process of oversight and understand the factors and challenges involved in providing oversight, to more explicitly help people help each other to manage security and privacy.

2.2 Security and Privacy in the Context of Mobile Applications

Smartphone use has become ubiquitous with 81% of adults in the U.S. owning a smartphone and 96% of those aged 18-29 being smartphone owners [75]. Mobile apps often require access to sensitive data (e.g., account, GPS, camera, and microphone) and services located in the cloud (e.g., Google, Facebook) to function properly [32]. As such, smartphone users share significant amounts of personal information through apps to third parties and other people [18]. This increases concerns about mobile privacy and security threats, such as malware, spyware, phishing attacks, and stolen or lost phones [76].

Several researchers have examined users’ perceptions and mental models of mobile app privacy and security. For instance, Kelley et al. [39] found that Android users do not understand app permission notification screens and are not aware of the potential security risks of accepting various app permissions. Shklovski et al. [60] studied users’ attitudes towards data leakages. They found that users felt that these mobile apps violated their personal privacy in “creepy” ways but did very little to change their mobile app privacy behaviors based on this new information. To mitigate users’ privacy concerns and increase awareness on how third-party applications can misuse private data, several technology-based solutions tools have been proposed, which can detect data leaks. For example, Gilbert et al. [32] developed AppInspector, an automated security validation system that analyzes apps and generates reports of potential security and privacy violations. Zhu et al. [74] built App Recommender, which automatically detects and evaluates the security risks of mobile apps to recommend safe apps. Others proposed security extensions such as MockDroid [5], and ProtectMyPrivacy [2], which replaces user’s personal data with pseudo-data to protect the users’ privacy.

An overarching theme of this research is to help individual users see how apps are using their data more transparently in hope of changing their behavior. Yet, Chin et al. [13] found that smartphone users were more likely to pay attention to social cues, such as reviews and ratings from other users than privacy indicators about android permissions. As such, we examine whether and how community oversight can be leveraged for mobile privacy and security.

2.3 Moving towards a Community-based Approach to Digital Privacy and Security

There are many examples that demonstrate how community oversight strengthens security and safety in the physical world – from parents watching over each other’s children on the playground to neighbors alerting one another when a strange vehicle is near a home at an odd time. For instance, based on the premise of informal social control and social comparison theories,
neighborhood watches help enforce community-based standards as individuals participate in group activities to both accomplish group tasks (e.g., crime prevention), as well as evaluate and validate their own behaviors (e.g., protective measures) associated with the task at hand [27,60]. For example, neighborhood watches have been found to effectively reduce crime directly through “observe and report” mechanisms as well as by encouraging crime prevention practices among community members [29].

Public health is another domain in which community-based approaches have been embraced by researchers for deeply understanding factors that shape individual behaviors and lead to broader health outcomes within a community [38]. As a result, health behavior modification interventions often take an ecological approach where social and environmental factors are examined, as well as individual determinants of health [46]. Health-related systems have also followed suit – leveraging social media [40], social support [44], collaborative goal setting [14], and impression management [15] as persuasive tactics for helping people be healthier by making them accountable to others. Similarly, the key to the development of our mechanism of community oversight is to enable the collective capacity of a community of users to take simple actions to manage digital risks through raising awareness, motivation, and knowledge of privacy and security risks and behaviors. For example, a community could provide feedback to each other on which apps are the most private, which permissions make sense to allow, and whether any apps appear suspicious. By sharing this information beyond the individual, we may be able to influence the privacy behaviors of an entire community.

However, even within these contexts (e.g., neighborhoods and health), researchers have uncovered challenges to effectively deploying community oversight models. For instance, Purenne and Palierse [56] found that community-based surveillance programs implemented in France and Canada instilled fear and increased suspicion among community members. Others have found that while neighborhood watch programs seem to help reduce crime rates, they are less effective in crime-ridden areas [66], less successful in heterogeneous neighborhoods [60], and tend to promote racism [42]. In public health contexts different challenges arose, McNeill et al. [48] found that elderly people were often hesitant to share their health information within their social network and only a few studies have shown significant behavioral changes over a long period of time [49,68]. Therefore, while previous literature shows promise in community-based approaches for helping people manage risks, this warrants a deeper examination on how such a framework could be applied to digital privacy and security.

3 A MODEL OF COMMUNITY OVERSIGHT
According to Habermas, discussion among individuals is instrumental in the identification of societal problems and resulting collective action to resolve these issues [34]. Meanwhile, much of the decision-making about mobile app privacy and security is left to smartphone users to handle individually. We believe that community-level awareness can help to identify problems and support shared knowledge of possible solutions. Thus, our model of community oversight draws upon broader research from the social sciences, including citizen participation in problem-solving, community organizing, and proactive or preventative measures against risk [29,36,62–64]. Previous research has engaged citizens to monitor their local communities through transparency [6,7], awareness [11,35,71], and participation in solution-oriented discussions about issues impacting the community [12,71].

We have utilized this related work to form the basis for our community oversight model in the domain of digital privacy and security (Figure 1). Utilizing these concepts, we aim to use...
sociotechnical design to increase the collective capacity of groups to address challenges that are external to that group.

3.1 Community

Our model of community oversight extends prior research that shows people often have established interpersonal relationships in which they already informally discuss their digital privacy and security [57,58], and this informal feedback could be enhanced through technical support. Communities define membership by shared attributes of people in it, the strength of their connections, or geographically bounded areas [11,12]. There are a variety of potential communities where oversight can occur, such as within organizations [43], families [16], a user’s online social network [43], or even community groups [63]. A challenge to collective activities is that members of communities are divided by age, gender, or interest area preventing consistent communication and common understanding within the community [37].

The structure and nature of the relationships within groups, such as the level of trust between group members, as well as the shared purpose of the group, will impact the rest of the model. For example, community oversight mechanisms may not be well suited for groups where participants are suspicious of one another; as such, models assume a degree of trust and mutual interest among participants [29]. As such, a question we begin to investigate in this paper is what types of communities are interested and willing to collaborate around mobile privacy and security decisions. As discussed in the next sections, this community-based model leverages transparency and awareness as mechanisms to increase individual participation necessary to support community oversight for digital privacy and security.

3.2 Transparency

As Das et al. demonstrate, social processes cannot occur if users cannot determine what other people are doing [20]. Similarly, transparency of group members’ privacy and security practices is a requirement of community oversight. We operationalize transparency here as the act of making this information available, however, there is no guarantee that available information will meet users’ information needs [7]. An important research question that follows is what kinds of practices are potentially useful for other users to know about or provide feedback on.
Paradoxically, a key concern with increasing the transparency of an individual’s privacy and security practices is privacy. Users must be comfortable sharing this information with other group members, and such transparency should not compromise their own security and privacy goals. We examine users’ perceptions and concerns with transparently sharing their mobile app settings and actions, as well as the necessary features within a mechanism that enable users to control that transparency.

3.3 Awareness
We view transparency as a prerequisite to creating an awareness of information with which users can engage. In other words, community oversight depends not just on making information about the security and privacy practices of others available, but also presenting that information in such a way that group members can understand and engage with it. Situational awareness is understanding what is going on around you and using that understanding to make better decisions [25]. Tools that leverage community awareness allow individuals to engage with transparent information about their community in a way that connects users to their own information needs and serves as a basis for their own behaviors [11,35,71]. Prior work within the computing community to support social influence processes have focused primarily on social comparison – being aware of the community norms regarding an action to inform one’s own behavior through crowdsourcing and social navigation [21]. We go beyond prior work by extending this awareness to enable oversight and feedback between group members. Users must be notified and encouraged to engage with the information because group members are unlikely to seek out this information when security and privacy practices are only performed intermittently [29].

3.4 Individual Participation
Individual participation in a community oversight mechanism is two-fold. First, users can utilize the knowledge and feedback of others to inform their own individual decision making. Moreover, users will need to be encouraged to oversee and provide feedback on the actions of others. We acknowledge that this model may impose some level of burden on users to not only manage their own privacy and security practices, but also invest in the shared responsibility of helping community members. For example, in crime prevention contexts, individual participation may come in the form of direct oversight through a willingness for individuals within the community to enforce standards for appropriate behavior – “eyes and ears” [29]. Otherwise, participation can be more indirect, by actively encouraging enhanced security or protective behaviors among community members [29]. Similarly, technology-supported communication can take the form of direct conversations, as well as other lightweight interactions for providing feedback and guidance, such as liking or questioning others’ settings or installations [12,71]. In this paper, we explore the technical affordances that potential users can envision utilizing for mobile security and privacy oversight.

4 METHODS
Our model of community oversight may be a useful mechanism within a variety of digital privacy and security domains (e.g., web, Internet of Things, mobile, etc.); however, we embed our study in the context of mobile security and privacy to provide the specific social context necessary for our participants/co-designers to concretely think about privacy and provide feedback. We describe our participatory design sessions in more detail below.
4.1 Participatory Design Sessions

Participatory design (PD) is a technique where designers (or researchers) work with potential end-users of a system to co-create features that meet users’ needs [52,67]. Muller and Druin [51] described participatory design as a “third space in HCI,” somewhere between the users’ domain and that of the technology developers’ domain. In this space, users can challenge our underlying assumptions, generate new ideas, and co-create better design solutions than we would have envisioned on our own. PD gives researchers a unique opportunity to interrogate their own ideas (in this case, our proposed model of community oversight) and, more importantly, to take a generative approach to extend beyond their preconceptions [51]. While PD is often done with individual users, DiSalvo et al. [23] introduced the idea of community-based participatory design, in which PD is used with the help of community members, by communities themselves, and for the use of communities. DiSalvo applied this method to co-creation of technology-based solutions in community settings, such as neighborhoods [22]. Mir et al. [50] extended this community-based PD approach to the context of privacy policy design for marginalized populations. They proposed directly engaging with communities (e.g., people with HIV) to understand contextual norms around information sharing to better inform privacy policies. In our case, we are designing with and for the community, but have not limited the scope of our community to a specific common attribute or to physical neighborhoods of people within close proximity, as digital privacy and security is not confined to a specific segment of the population or one’s physical location. Instead, we invited individuals interested in privacy and security to self-identify community members that they would be comfortable sharing privacy and security decision-making with and ask them to engage in sessions to co-design of an app to be used by other communities with similar interests.

Muller and Druin [51] describe a diversity of techniques and methods to engage participants in PD. One such method is PD “workshops” where groups of interested parties and stakeholders to introduce novel procedures through a process of: “Critiquing the present; Envisioning the future; Implementing – moving from the present to the future. (p.20)” Our approach follows from this method by engaging small groups in a process of first understanding a present problem through the introduction of a problem scenario. This adaptation of the critiquing phase supports collaborative problem solving for a common privacy and security issue without requiring participants to be conversationally familiar with many privacy concerns in advance of participation. Next, small groups work to co-design (and redesign) a envisions solution to this problem, and finally, they present their design as it would be implemented within their community. Given the small group size (2–4 participants) and relatively short length of time (90 minutes) we adopt the term “PD sessions” rather than workshops.

This approach is well-suited for this study because: 1) we intended on designing for communities with the help of these communities, 2) we did not want to constrain our design with our own preconceived notions of community oversight, and 3) it allowed us to observe how mechanisms in our model were translated into design by communities. While we propose our model as a starting point, our goal in choosing community-based PD as our methodological approach was to first understand how community oversight can help them manage their privacy; second, how they would design a technology intended to support community oversight and third, to gain empirical insights directly from our participants on what we got right, what we got wrong, and what we missed in our theoretical model. We also did not introduce our model to our participants so as to not influence our participant’s ideas rather we asked them to design an app which supports community collaboration to manage privacy and security. This PD session helped us understand how participants designed features that connected to our theoretical model as well.
as how we can further improve our model. We describe our PD session design in the sections below:

4.1.1 Background Context: We started by asking participants questions related to how they currently manage their mobile app privacy. We included these questions to get a picture of how participants decided what permissions they would grant to mobile apps installed on their phone. To introduce the community aspect to our study, we asked small groups of participants if they discuss these issues with others before making mobile app privacy decisions.

4.1.2 Problem Scenario: Next, we took inspiration from past research which used scenario-based approaches as an effective way of conducting participatory design [61,73]. We used storyboards to help participants visualize the problem of mobile app privacy breaches [4]. Our scenario was based on a mobile app called “Movie Pass,” which was recently in the news for tracking users’ locations at all times (Figure 2).

![Fig. 2. Problem Scenario (left), Design Prompts (right)](image)

4.1.3 Open Co-Design Session: After being introduced to the problem scenario, we asked participants to, “Design an app to help people manage their phone permissions and settings as a community.” Participants were given large sheets of paper in which to draw their app design (Figure 3). We used the “Bags of Stuff” technique, a low-tech prototyping approach, where participants are given generic design elements, such as a message bubble, like buttons, dislike buttons, on/off toggles, and alert notifications, to overcome the “fear of drawing” [51]. We provided an “element directory,” which defined each of these elements. For example, “Like” was described as a button that allows the user to express that they like, enjoy, or support certain content. We explicitly told participants they were not required to use any of these elements in their designs. The only interactions the researchers had with participants during this part of the session was to ask them the design prompt questions shown in Figure 2.
4.1.4 Feature Introduction and Redesign: Next, we wanted participants to iterate on their designs. We also introduced some pre-defined features that were created during a summer REU program [Anonymized for Review] to get feedback on them. These included an “Activity Feed,” “Discover Page,” and “Expert Users” (Figure 4). We again provided a directory and bag of stuff for these features similar to what we gave participants in the open co-design session. Participants were explicitly told that the use of these features was optional and that they could choose to use, modify, or discard any or all the features presented. The idea behind implementing this phase of the design process and providing these features was to elicit feedback from participants in order to help generate additional design ideas through their fresh perspective and feedback. This redesign session was allotted approximately 20 minutes.

4.1.5 Presentation: After the redesign session was completed, we asked participants to present their final designs and walk through the functionality of each feature they incorporated in their designs taking note of how they related to mechanisms in our model (community, transparency, awareness, and individual participation). After the presentation, we collected demographic information and revisited some of the questions we asked earlier. At the end of the session, we answered any questions participants may have had. Participants were then thanked for their time and were given a $15 Amazon gift card as compensation. On average, the study sessions lasted about 90 minutes.

4.2 Participant Recruitment and Profiles

We recruited participants through flyers, emails, and by word-of-mouth in the local vicinity of a large Southeastern public university in the United States. We stated in our recruitment materials that we were looking for “a community of two or three people who are comfortable sharing privacy decisions with one another.” This included children who were accompanied by a parent or legal guardian. We intentionally left the definition of community open as we wanted to understand from participants how they envisioned their communities. We specifically reached out to different community organizations, such as schools, work offices, and elder communities to get diverse groups of people. We saw that most of our participants came with either family, friends, co-workers.
Prior to recruiting participants, the Institutional Review Boards (IRB) of the primary university conducting the study approved the study. On the day of the study, adults completed the informed consent process, and child participants (those under the age of 18) also provided their assent to participate. We recruited a total of 32 participants in small groups of 2-4 individuals at a time (13 groups in total) in which 15 identified as females and 17 as males with their ages ranging from 10 to 80 years (average age ~36 years) as shown in Table 1. There were 11 participants who identified as Caucasian, 10 as Hispanics, 5 as Middle Eastern, 4 as African American, and one as Asian. All the participants in a group owned and used a smartphone (iPhone and Android). Out of 13 groups, 7 were family, 2 were co-workers, 3 were friends, and one was a mixture family and friends. Several families also included children (less than 18 years of age) and in total 4 children participated with their parent(s).

Table 1. Participants’ Demographic Information

<table>
<thead>
<tr>
<th>Group</th>
<th>Group Type</th>
<th>Participant IDs</th>
<th>Groups Demographics (Relationship, Age, Gender)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Family</td>
<td>P1, P2, P3</td>
<td>Father (59, M), Daughter (18, F), Son (10, M)</td>
</tr>
<tr>
<td>2</td>
<td>Friends</td>
<td>P4, P5</td>
<td>Friend (27, F), Friend (29, F)</td>
</tr>
<tr>
<td>3</td>
<td>Family</td>
<td>P6, P7, P8</td>
<td>Father (45, M), Daughter (13, F), Daughter (15, F)</td>
</tr>
<tr>
<td>4</td>
<td>Friends</td>
<td>P9, P10</td>
<td>Friend (23, M), Friend (22, M)</td>
</tr>
<tr>
<td>5</td>
<td>Co-Workers</td>
<td>P11, P12</td>
<td>Co-Worker (39, F), Co-Worker (51, F)</td>
</tr>
<tr>
<td>6</td>
<td>Family</td>
<td>P13, P14</td>
<td>Wife (64, F), Husband (61, M)</td>
</tr>
<tr>
<td>7</td>
<td>Co-Workers</td>
<td>P15, P16</td>
<td>Co-Worker (44, F), Co-Worker (29, F)</td>
</tr>
<tr>
<td>8</td>
<td>Family</td>
<td>P17, P18, P19</td>
<td>Son (21, M), Daughter (16, F), Mother (52, F)</td>
</tr>
<tr>
<td>9</td>
<td>Family/Friends</td>
<td>P20, P21, P22</td>
<td>Husband (37, M), Wife (24, F), Friend (27, M)</td>
</tr>
<tr>
<td>10</td>
<td>Family</td>
<td>P23, P24</td>
<td>Wife (66, F), Husband (67, M)</td>
</tr>
<tr>
<td>11</td>
<td>Family</td>
<td>P25, P26</td>
<td>Brother (24, M), Brother (23, M)</td>
</tr>
<tr>
<td>12</td>
<td>Family</td>
<td>P27, P28</td>
<td>Wife (76, F), Husband (80, M)</td>
</tr>
<tr>
<td>13</td>
<td>Friends</td>
<td>P29, P30, P31, P32</td>
<td>Friend (23, M), Friend (23, M), Friend (23, M), Friend (23, M)</td>
</tr>
</tbody>
</table>

* M= Male, F= Female
4.3 Data Collection and Analysis Approach

4.3.1 Participatory Design Artifacts: The first three authors of this paper conducted all participatory design sessions together. Two forms of data were collected from the participatory design sessions: 1) video recordings of each session, and 2) the physical design artifacts. During the design sessions, a video camera was aimed at the table in which participants created their designs, as to avoid capturing their faces. After the session concluded, the three research team members discussed the session and created a debriefing document to record their thoughts about the session. Two of these team members transcribed the video recorded sessions verbatim, which were then qualitatively coded for insights. We took pictures of the design artifacts and included this imagery in our qualitative analyses. Each group and participant were assigned unique identifiers, which are used in the presentation of our results to maintain the confidentiality of our participants.

4.3.2 A Hybrid Data Analysis Approach: Our proposed model of community oversight served as a grounding framework for designing participatory design sessions to answer our high-level research questions. Specifically, we wanted to analyze the data using both inductive as well as deductive data analysis technique to understand how participants designed practical features that support collaborative privacy management (RQ1) in the context of a mobile apps (RQ2) that related to the concepts in our theoretical model. We were able to better understand how participants perceived and designed for community oversight as well as refine our model based on those designs. Further, we used an open-coding approach that allowed new themes to emerge from the participatory design sessions that shed light on the limitations of our model (RQ3). Therefore, a strength of this research is in our hybrid approach to combine theory (top-down) and empirical evidence (bottom-up) to test, refine and extend a model of community oversight for digital privacy and security.

To this end, we qualitatively coded our data using a hybrid approach of deductive (top-down) and inductive analyses (bottom-up) [26]. First, we template coded our data based on our theoretically driven model of community oversight. Specifically, we coded for: 1) how participants envisioned community, 2) the level of transparency they were comfortable with sharing information with others, and 3) the types of information they felt would be helpful to raise awareness about mobile app privacy and security concerns, and 4) how and whether they would individually participate in such a community. Second, we used an inductive approach to identify and conceptually group the unique features that would support community oversight that our participants created. This analysis included both the transcriptions and the design artifacts. Since there was some overlap between the features participants designed on their own during the open co-design session (section 4.1.3) versus the features we introduced in the redesign session (section 4.1.4), we discuss the distinction between these generative versus confirmatory findings in more depth in our results. Finally, we engaged in open coding of emerging themes. The two strongest emergent themes included 1) participants’ need for trust among community members and the information provided from one’s community, 2) and the lack of motivation to actively participate, which led for the need for passive participation through automation.

The three team members who conducted the participatory design sessions worked closely together to iteratively code the data and form a consensus among their codes. The remaining authors helped guide their analyses and interpretation of the results, as shown below.
5 RESULTS
We start by reflecting on what participants thought about various aspects of our model of community oversight based on their discussions throughout their design process. We then discuss the specific features they designed. We also discuss how these features tie back to our model and promote transparency, awareness, and individual participation.

5.1 User’s Perspective on the Model of Community Oversight

5.1.1 Community: First, we wanted to see who participants considered a part of their community. While developing the model, we conceptualized communities as closed groups of people who felt comfortable discussing their mobile privacy and security with one another, like families, parent-teacher associations, church groups, elder communities, or people who work together at the same organization (co-workers). However, participants had a different perspective on the word community. Their first perspective on community was implicitly noted by observing with whom they chose to participate in the study. Over half (7) of the groups consisted of family members, while the rest were friends and co-workers. Their second perspective was noted when we asked them that, in the context of privacy and security, who would they consider their community. In this case participants went beyond this inner circle. In fact, 84% (27 out of 32) of our participants mentioned that they would appreciate help from anyone who uses the same app or even people they do not typically interact with who live within a certain physical range with them. Participants wanted to have this more public aspect of the app for very specific reasons. First, there was no way to guarantee that everyone in their inner circle would have the app for which they sought advice. Second, they were not sure if the expertise they needed existed within their more intimate social networks. Therefore, they felt that they needed some way to get this outside expertise. For example, P6, a father who participated in the study with his daughters, said that he himself would not know enough to advise anyone:

“Hmm if they thought they were being scammed or something I would say maybe you should not allow cookies or not cookies, but don’t allow that or something. I don’t know enough to really advise anyone.”—P6

Having reviews from a larger population would provide them with more information from wider range of individuals to help them get more useful information. Participants said that while they may not always trust a stranger’s advice, they would appreciate any help they could get. Therefore, while we envisioned this app to be a more private app (within a closed community), many participants thought the app should be more flexible, allowing them to connect with their trusted inner circle, but also benefiting from the expert advice of others outside of that circle. It was also interesting that some participants used physical proximity (even though the concept of neighborhood watches was never mentioned to our participants) as a way to define their community.

“Actually, I was thinking that you could have a local and global, because if no one in your areas has the app, then it’s hard to say whether it is useful or not so if you have a global that might be a little more useful.”—P25

However, participants were also clear that they would only be willing to help people within their inner circle with privacy and security decisions. For instance, 56% (N=18) of our participants said that they would be mostly concerned with helping their family members, as opposed to strangers. Among these participants, 16 participants said that they would use this app to keep track of what their children or grandchildren were doing, similar to parental control apps [31,72], to make sure they not exposing themselves to risks. Five groups (G3-Family, G7-Co-workers, G9-Family/Friends, G10-Family, G13-Friends) suggested features to track family members more
directly. In this sense, they wanted to have oversight over a particular individual, such as an older parent or a child. This oversight was designed to allow users to view the privacy decisions of those they wanted to more directly advise. In other words, oversight was not necessarily community-wide, but instead focused on care relationships.

We also noticed that participants designed differently depending on with whom they participated in the study. For example, groups of families designed the app particularly for helping their family members, whereas groups of coworkers and friends often designed for a broader range of scenarios, where a design feature that they might not see themselves using, they would keep it in case others might find it useful. This shows that participants were inclusive of the needs of others and wanted to guide them to keep the community safe overall.

5.1.2 Transparency: Participants had diverse views about transparency in terms of providing transparent information to community members, as well as receiving transparent information from them. We asked participants what information they would like to share with others in order to help them make privacy decisions. Nine groups said that they would share their personal experiences with the app by commenting on someone’s activity or providing an app review about any issues they have faced or any security concerns they had. They also said that they would share their negative experiences but not necessarily positive ones.

“I would make the effort to go online and be like hey this is fraud, but if it’s like, oh it’s a good app, like some reviews I don’t need honestly like when I go through reviews oh, it’s a great app, elaborate like how” - P1

Others said that they did not feel comfortable in commenting; they would prefer to leave just star ratings.

“For me you like thumbs up or thumbs down, or I can do it just the rating, without having to leave a comment” - P5

Participants also mentioned that they would share which apps they have in their phones with their friends and family, so that others can see what permissions they have granted and learn from that to make their own decisions, but they would not share this information with others. However, they still wanted to have a level of privacy for that feature. Participants said that they would like an option of restricting certain apps from sharing with friends and family, such as private health apps, porn apps, or dating apps, which they do not want others to know about.

“P12: I would use that type of app on medical for myself or for my father who is elderly. I could enter something in regard to cancer for a family member or just out of curiosity, so I could have basic knowledge. Someone could see that and assume that I’m dealing with that or I’m suffering.

Researcher 1: And you would want that information to stay private?

P12: Right.”

Participants also had a different perspective about sharing their personal information. Some participants were not comfortable with sharing reviews on the apps outside of their close community because they did not want their name to be public. For example, 21 participants desired to be able to post anonymously, explaining that users may be embarrassed of questions they were asking, or lack of motivation to create a profile. Among those, 10 participants were personally not comfortable sharing their names with strangers.

“Yeah, because sometimes there are posts and I want to respond to them, but I don’t want my face to be attached to it. Because sometimes I have been through that and I want to respond, but because it’s public I hate that. I would want something where users of the community can see this only or friends only can see my reply, you know.” - P15
However, participants said that they would like to be anonymous only in the public part of the app; they were okay with having their name attached in their private groups like friends or family. “The difference is that when it’s a family member you would have no problem saying your opinions on the app, but if it’s global or community wide I would prefer to do that anonymously.” -P12

Overall, while participants desired transparency from strangers, they were reluctant to be transparent with their identity with others. Another interesting finding in the context of transparency was that participants wanted to be transparent only with the people they knew like their friends and family but not with strangers from whom they wanted external guidance. Although not related to our questions, participants often also mentioned wanting companies to be more transparent about how they were using their personal information, and this desire was seen in the features they designed.

5.1.3 Awareness: When asked about what information participants would like to see from their community members to help them make more informed decisions, all 32 participants said that they would like to read reviews about different apps provided by either their community members or strangers. Participants said that having reviews would save them time by not having to ask for the guidance in person and rather look it up on the app. Participants also said that having an option to see what permissions others in the community have granted to the apps they have in common would also help them decide.

“If it’s a warning I would look into it, but if it’s like an advertisement I won’t necessarily trust it unless it’s from someone I know.” -P12

Participants also mentioned that while they do want information from their community members, they do not necessarily want regular updates about new app downloads or changes to permissions they are sharing. They would only look that up when they need that information (active vs passive). However, this attitude shifted among parents who wanted to provide oversight for their children by keeping track of what their children are doing.

“I mean I think this would have to be like a family plan or because you know, P4 is my friend but I don’t want to be tracking what apps she downloaded, like I don’t care. My son, yes I do care, maybe my mom or dad maybe they don’t really know what’s going on yes, but it would have to be very very private” -P5

Therefore, these were some of the ways, through which participants envisioned themselves using community information to become more aware of what others are doing. Along with this, participants also designed some automated features to help them make privacy decisions that we discuss in the Feature Analysis section.

5.1.4 Individual Participation: The model of community oversight depends on community members participating and helping one another. Most participants (24 out of 32) said that they would help others and guide/warn others by sharing their personal experiences. However, they would not be motivated to use the app just to help others. Their primary motivation was getting the information they needed when they needed it to make a privacy or security decision.

“I would use this app only if I was looking for information” -P9

Eight participants said that they would refrain from participating in the app through commenting more publicly and would only be willing to help their family members or friends. We also saw this hesitancy more among older participants who were not as educated on this topic and did not want to offer bad advice. Older participants indicated they were more inclined to read others’ responses to help them make safer decisions online.
One of the themes that emerged was the concept of active versus passive participation. Participants did not want to help others at all time or wanted to be notified. They wanted to provide active oversight to their family only (sometime friends) while passive help to anyone else. To address passive help, participants designed various automated features that we discuss in the next section.

Overall, participants desired help from strangers but were less inclined to help strangers. Participants also wanted to know where their advice was coming from but were not willing to share their identities with strangers. Participants were willing to help their close community members, but acknowledged they were more motivated by receiving help than providing it. In addition, more active oversight and communication was desired only for those who already have such a relationship.

5.2 Translating Community Oversight into Community-based App Features
In this section, we describe the features designed by participants and how each feature set embodies different elements of community oversight. In Table 2, we conceptually grouped the different features that emerged from our participatory design session. We note when a feature was introduced by the researchers in the redesign phase (*) and whether participants suggested a similar feature (**) prior to our introducing the feature to them. Also, while most features had a community-based element, we included some features participants envisioned that were not community-oriented at the end of Table 2.

5.2.1 Expert Users: This was a feature presented by the researchers during the open co-design session, but five groups came up with a similar idea on their own. Overall, expert users were the most prominent design feature with all 13 groups incorporating this feature in their final designs. Expert user allowed for a sense of validation so that participants in the app could know when to trust or ignore certain advice. For those who saw this app as only consisting of friends and family, the expert user provided a way to fill the gaps when these small communities had no advice to give on particular apps or could not reach a consensus.

“Well maybe for that you could have something that you can tell them from everyone else and that they know what they are doing, like an expert. Something like not just a star, but maybe it looks a lot different so that people can easily notice it out of everyone else so that you know that they are experienced and know what they are doing so that they can leave a comment.” -P8

Participants wanted these expert users to be as transparent as possible in order to receive the most accurate information. For instance, expert users would be identified with a blue verified check on their profile, similar to Instagram or Twitter which verify the authenticity of expert users. Participants also discussed who could become an expert user. Some suggestions included security experts, researchers, and people within the community that actively contributed high-quality information that other users found helpful.
Table 2. Feature Analysis

<table>
<thead>
<tr>
<th>Feature Categories</th>
<th>Features</th>
<th>Description</th>
<th>Groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reviews &amp; Ratings</td>
<td>Expert Users*</td>
<td>Qualified Users who have technical knowledge to advise others when community members lack technical expertise in providing guidance.</td>
<td>13 Groups (G1**, G2, G3, G4**, G5, G6, G7**, G8**, G9, G10**, G11, G12, G13)</td>
</tr>
<tr>
<td></td>
<td>Discover*</td>
<td>A section of the app where individuals can search for apps and read reviews about them.</td>
<td>12 Groups (G1**, G2, G3**, G4**, G5**, G6**, G7, G8**, G9**, G10**, G11, G13*)</td>
</tr>
<tr>
<td></td>
<td>Private/Public Feature</td>
<td>Public Feature – Reviews from everyone who uses the app or lives with certain distance (in addition to community members).</td>
<td>11 Groups (G1, G2, G3, G4, G5, G7, G8, G9, G10, G11, G13)</td>
</tr>
<tr>
<td></td>
<td>Rating System</td>
<td>Individuals providing ratings for different apps as well as rating app reviews.</td>
<td>5 Groups (G2, G5, G8, G11, G13)</td>
</tr>
<tr>
<td>Sharing Information Mechanisms</td>
<td>Sharing News Articles</td>
<td>Sharing news articles related to privacy and security within the community.</td>
<td>6 Groups (G1, G5, G7, G10, G11, G13)</td>
</tr>
<tr>
<td></td>
<td>Sharing Reviews</td>
<td>Sharing the reviews and feedback within community.</td>
<td>4 Groups (G5, G6, G7, G11)</td>
</tr>
<tr>
<td>Activity Awareness</td>
<td>Activity Feed*</td>
<td>A section of the app where individuals get auto-updates about certain activities from their community members.</td>
<td>4 Groups (G5, G6, G9, G11)</td>
</tr>
<tr>
<td>Non-Community Features</td>
<td>App Scanner</td>
<td>Scans the phone to assess if any apps are breaching the privacy permissions set up by the user. If a breach does occur, the app alerts the user.</td>
<td>11 Groups (G1, G2, G3, G4, G5, G6, G7, G8, G9, G10, G11)</td>
</tr>
<tr>
<td></td>
<td>Simplified Privacy Agreements</td>
<td>A summary of app’s privacy permissions in simple and easy to understand language which includes why the app is using certain resources</td>
<td>6 Groups (G1, G6, G7, G8, G9, G13)</td>
</tr>
<tr>
<td></td>
<td>Privacy Alerts</td>
<td>Alerts when apps are accessing data, particularly location, in the background without user’s knowledge</td>
<td>6 Groups (G2, G4, G7, G8, G9, G11)</td>
</tr>
</tbody>
</table>

*These design features were introduced to participants in the redesign session.

**In these cases, participants came up with similar features on their own in the open co-design session.

5.2.2 Discover: This feature was also designed by the research team; however, the majority of the groups (9 out of 13) designed a version of this feature even before it was presented to them. It is interesting to note that his feature’s existence depends entirely upon a community-based model. The specific idea behind the design of this feature was that community members would provide reviews and ratings for different apps in order to learn from one another. Most participants saw that the reviews would include information such as what types of resources the app would ask for and which permissions were safe to accept and other information (shown in Figure 5, left). This information would provide a user with valuable data that they could use to make decisions about...
whether they would like to download a particular app or if they would allow it to access specific information. Although this main premise was consistent amongst most of our groups, slight variations did occur, especially when this feature was presented during the redesign session. For instance, three groups were critical of the version presented by the research team, particularly, the “suggested for you and recommended for you” feature because they feared that getting recommendations would mean the app would invade their privacy. This perspective suggests that these participants were concerned about their privacy since they demonstrated that they were aware of how certain apps are able to access their personal data. The quote below demonstrates the desire for a feature such as the discover which relies upon group knowledge to make better individual decisions.

"Having something like this that I could go to would be amazing. To be able to get ratings, a score, but also to put out there the positives and negatives of a feature that companies themselves have researched and evidenced." -P11

Hence, through this feature participants envisioned themselves to look for right answers in their community before making a decision.

5.2.3 Private/Public Feature: Participants differed in who they saw as a best fit to provide ratings and reviews. As explained in section (5.1.1), some participants mentioned that they would appreciate advice from people outside their friends and family who use the same app. Therefore, 11 out of 13 groups wanted the app to have the option to get reviews from people outside their inner circle, while only two groups (G6, G12) wanted the reviews from only family and friends. One participant, P13, felt especially strong about this and said,

“A couple of years ago I would have said yes, but now I would say no because you’ve heard of Amazon and eBay having people being paid to write good reviews. So, for people like P14 and I that’s why we rely on family and friends.” -P13

Five groups saw that the best solution could be including both parts into the app so that they could have the option to access both public reviews as well as having a private group of friends and family members. In order to accommodate this, four groups proposed an option of filtering
the reviews. This filtering system would allow individuals to first see the advice of those whose opinion matters the most to them—whether that be community members, experts, or the general public.

5.2.4 Rating System: In addition, participants not only wanted to have information presented to them in a transparent manner, but also wanted a way to easily identify the types of information they should be looking for. Certain individuals felt as though they did not know where to look to determine which apps are safe or even what types of knowledge they should have about their mobile privacy and security. In order to address this, 5 groups designed a feature called a multi-factor rating system (Figure 5, right). People would rate the app based on its security, functionality, usability, privacy etc. Two groups designed a feature called Blacklist within which the reviews of community members could be highlighted and filtered into one place. For instance, if a certain percentage of the community’s reviews were negative, apps would be added to this blacklist. These apps would then stand apart as those the community had voted to be especially dangerous and could most easily compromise a user’s privacy. This list was designed as a way to highlight the apps that were viewed to be unreliable and unsafe and indicates participants’ trust in community members to determine whether an app would appear on the blacklist. One participant spoke on this feature saying:

“I would like to create an app that I can go to find whether an app’s been registered. I would like to know if others have used the app and whether it is safe or not.” -P13

Many participants mentioned that they would rather provide rating than comment, hence rating system not only helps to get a picture of the privacy of the app but also helps to increase participation from wider range of individual.

5.2.5 Sharing Information Mechanisms: One of the ways through which participants thought of helping their community members as well as helping themselves was by sharing the reviews they read about certain apps through direct messaging or posting (G5, G6, G7, G11) as shown in Figure 6 (left). Such a feature helps to increase awareness more generally across the community. This feature was made for helping more intimate community (family, friends, co-workers) as compared to global community as participants were not highly motivated to help strangers. This feature would also provide a user with the explicit control to direct information to others when they feel it will be useful or helpful to another individual. Such an idea supports the notion of community participation as it provides a direct mechanism upon which users of this app can intervene in their community’s decision-making processes. The difference between this feature and others is its private nature. Through more direct messaging, a user has the ability to control who sees what information and how they see it. It was brought up by a select number of participants that such an opportunity would allow them to participate more frequently in this app as it would support conversations in an easy manner about the topic of privacy and security.

Apart from being aware of how safe their phone is, they also wanted to keep up to date with what is currently happening in the field of security and six groups (G1, G5, G7, G10, G11, G13) came up with a new section called “News Article/Latest News” (Figure 6, right) which would feature the latest news articles or horror stories related to mobile app permissions and privacy violations. Participants designed this in order to motivate themselves and others to care more about their privacy. Participants also mentioned that there should be an option of sharing news articles with their community members using direct messaging to spread awareness in their community.
5.2.6 Activity Feed: One feature that reflected the idea of a tight-knit community group (family, friends, co-workers) was the activity feed. The activity feed was a feature we introduced during the redesign session, where users could see a feed of information from their closed community group. This feed would display information on how members of the community made privacy permission decisions and could then allow other members to advise/warn on these. None of the participants came up with a feature similar to the activity feed during the open co-design session, and only 4 out of the 13 user groups said they would use the activity feed after it was introduced in the redesign session. All the eight groups had a similar rationale: that they did not want to keep track of what others are doing and did not want others to keep track of what they are doing. They thought that this feature was both intrusive and contained information that would not necessarily lead to safer decisions.

“No, because for me like I honestly don’t care what other people do. Like if I cared about a specific app I’d go to the app and see which people posted. I don’t need to be constantly told this person commented on this or this person commented.” - P4

Interestingly, the participants who liked this feature were mostly parents who wanted to keep track of what their children are doing. The auto-updates will help those parents to act in a timely manner whenever their children are making unsafe decisions while downloading mobile apps. However, groups differed on how they will help their children. P6, a father of two teenage girls said that he should have an option to control what his children are doing through this app (Figure 7, left). His daughter (age 13) supported him by saying:

“So one would be restricting things maybe on a kids phone so you can restrict some of the apps, because sometimes when kids aren’t using their brain they could turn something on and someone could end up following them everywhere. This way the parent could see that and tell them to delete it” -P17

However, P22 who is also a father to a 2-year-old girl said that he didn’t want to control it,

“So one of the parts that I have an idea for thinking about my daughter, I know that I can’t be 100% monitoring her, so one of the things that I would like to know when she is using a smart phone is the kind of pictures that she is receiving or sharing because for now all the sex and photo sharing so I would like to have a section or an alert when she receives or she sends photos, so I can talk to her and ask her why she is sharing it. I don’t want to stop it. I don’t want to control her.” -P22
This suggests that an activity feed can promote oversight for those that would like to guard close family members, such as parents and children from unsafe decisions. However, updates or oversight of others, such as strangers or friends, was an unwanted feature.

5.2.7 Non-Community Features: While the features discussed above promoted the community members to collaborate and advise each other, participants also designed certain features which did not require community member’s participation or user-initiated commands. For example, ten out of 13 groups wanted the app to act as a watchdog and designed an app scanner to intercept their other apps and inform them of what was going on with their phones. P1 was one such individual who thought of this idea saying “Any time you download any app it will track it and immediately, you know, scan it and make sure that nothing is violated based on the criteria we have on the privacy app.” -P1

P1 further said that the app should scan the phone like an antivirus program which can scan a given mobile app and give a threat assessment for each permission of that app in the form of a threat assessment bar. The permission will be grouped in three categories – safe (green), moderate (yellow) and dangerous (red) as shown in Figure 7 (right). Tapping on any of these three sections of the bar will list all the permissions that constitute elements of the tapped category. Although this idea may not be the most practical in practice, it does show how desperately participants wish to have a way to be more aware of what is going on with their phones in order to best act upon this information.

Participants were also concerned about apps invading their personal information, especially location, in the background when they are not using the app. To resolve this, 6 groups (G2, G4, G7, G8, G9, G11) designed a feature called privacy breach alerts which will notify the users if any app is using a resource without their knowledge. For example, if an app is accessing a user’s location when they are not actively using the app, they would receive a notification about this breach. Group 9 (participant 21) resolved the similar problem in a different way. He proposed a unique feature called Location Timer where users can set a timer for how long they would like to...
allow an app to access their location. After the time has passed, the location access to that app would be automatically turned off.

As previously mentioned, participants desired that app makers should be more transparent with their privacy information in order for individuals to make more informed and therefore smarter decisions about their mobile security. For instance, 6 groups (G1, G6, G7, G8, G9, G13) suggested that there should be a simplified version of privacy agreements provided by the app which summarizes the basic information like how the app would use user’s personal data in a very easy to understand language, free of technical jargon.

“Yes, more information right at that point. I don’t want to read ten pages before they even need anything. I want to see “can we use your location” and then there’s a brief description right underneath that.” -P15

Therefore, these features also suggest how participants delegated certain tasks to automation in order to passively help their community.

5.3 Trust as an Emergent Theme

When discussing the concepts of community, transparency, awareness, and individual participation in relation to designing an app for community oversight, trust was a theme that kept emerging during our interviews. While analyzing the data, we uncovered some disconnects between what we perceived for our model and participants’ responses. We observed that participants desired transparency from not only app developers, but also the community members, strangers who are providing app reviews, and ratings. This need for transparent information suggested that trust is an important factor in utilizing provided guidance for decisions. In fact, the range of features participants explored, including the features that did not involve community involvement, indicate that users strongly desire trustworthy information to help them understand and make decisions regarding privacy on their mobile phones. While participants appreciated having information from strangers, they would most likely trust their known social connections more.

“I think because I have such a tight knit circle anybody within my circle, I would trust what they would say” -P11

Participants indicated they would certainly trust their close community members. However, community members may not provide enough information to help them, and thus information from strangers was desired. Yet, many indicated that trusting strangers was challenging and suggested ways to increase that trust. For example, in response to our question of who he would trust reviews from, participant 14 (Group 6) said that he would like if people who are providing a review give proof of why they are saying such thing,

“I would like proof, but yeah if they could back it up that way you could go and see it and verify it.” -P14

Similarly, all the groups said that they would like to see the qualifications of the expert users. They said that having such information would help them feel more secure about following their advice. Participant 13 (group 6) said that expert users should be from companies like Norton, antivirus software by Symantec [77], who are well known for providing security, and are a perceived to be a reputable and trustworthy source. Participants also suggested being able to indicate their trust by having an option to validate user reviews through upvotes and downvotes in order to make sure that the review is authentic and correct. A final paradox that participants presented through our discussions is that while participants indicated that they were less trusting of anonymous reviews and comments, they also indicated that they would only be comfortable leaving comments publicly if they were anonymous. This leads to a remaining question as to how
to provide users with information that is both sufficiently useful and trustworthy to help them make decisions. We discuss this paradox and others presented in our results in the discussion and consider next steps in our design process.

6 DISCUSSION
In this section, we discuss our findings as they relate to participants perspectives of co-managing privacy and security. We then describe how results relate to our model and how we have extended our model considering new elements raised by participants. Lastly, we reflect upon limitations of our study and future work.

6.1 Revisiting the Model of Community Oversight (RQ1)
A novel contribution of our research was that we developed a theoretically driven model of community oversight (Figure 1). Then, we interrogated this model, revised, and extended it based on insights from our participatory design sessions. We present our updated model of community oversight in Figure 8. We made three major changes to this model: 1) Individual participation was divided into active and passive oversight and information sharing, 2) Trust was added as a foundational component of community oversight, and 3) We updated the callouts on the right-hand side of the model with the empirical findings from our participatory design sessions. We discuss some of the major insights from our study in more detail below.

One of the key lessons learned was that participants implicitly envisioned their community as their close-knit circles of family and friends, and sometimes, co-workers. Yet, paradoxically, participants broadened their definition of community when designing the app to a type of “social media” that included anyone willing to use the app to share relevant privacy and security information with others. This was often because they felt the needed expertise did not exist within their smaller social networks. While opening community to others, including strangers, offered them wider breadth of information, participants were also keenly aware of the negative trade-off between getting more information versus being able to trust the quality of the information they were given. This dilemma is reminiscent of the fake news phenomenon plaguing most social media platforms [3,65]. As a result, some groups tried to negotiate this tension by envisioning a
public/private feature to filter information based on whether someone was part of their community or an outsider of the community. One of the main things we observed from our participatory design exercise was that our participants were primarily motivated to help only their close family and friends with privacy and security decisions, not anyone else. They were most motivated to help when oversight involved a care-based relationship, such as parents looking after children, or adult children looking after elderly parents. This was evident from the features they designed to promote passive participation as compared to active participation and their rationale to support this during design discussion. Otherwise, they did not see this app as something they would use all the time, unless they were trying to decide about their own mobile app privacy and security. In general, individual participation needed to be lightweight and, in many cases, supported through automated features that did the work for them.

Similarly, participants were hesitant to make certain information visible within their communities, such as what apps they had installed on their smartphone. Instead, they were more willing to share innocuous information, such as reviews and ratings. This surfaced an important tension between transparency to the community and personal privacy. Participants did not want their privacy violated by their community in order to protect their privacy and security. Awareness was also characterized by asymmetry; individuals wanted to be made aware of relevant and trustworthy information when making decisions, but they did want to be made aware of when other community members were making privacy and security decisions. This was evidenced by the lack of interest in the Activity Feed, where individual actions were shared with the community. Finally, it became clear that trust was a critical mechanism for community oversight that was overlooked in our original model. As discussed in section 5.3, participants struggled the desire to keep their community exclusive to people they knew and trusted, but also wanted to benefit from expertise outside of these close-knit networks. Therefore, our revised model of community oversight highlights how participants refined the idea of community collaboration, and the kinds of participation they envisioned with various community members.

We summarize how they designed for these tensions, as well as present design recommendations based on these findings in the sections that follow.

6.2 Translating Community Oversight into Useful App Features (RQ2)

Our participants gave us deeper insight into the types of features that they would value in a community oversight app for making digital privacy and security decisions. First, participants wanted high-quality, relevant, trusted, and aggregate information in the moment when they were trying to make a privacy and security decision. This was indicative in the review and ratings features (e.g., Discover, app reviews, and ratings), as well as the information sharing features (e.g., reviews and news). However, participants generally did not like the idea of constant transparency of others’ activities or viewing information sharing among the larger community of app members in the form of activity feeds, unless they were in a parental role that required a more active level of individual oversight. Participants did not want to be inundated with irrelevant information, nor did they want to have to invest time in evaluating the quality of information. Also, they were willing to provide lightweight passive assistance to others (particularly their family and friends) through app ratings or sharing relevant news articles, but they did not see themselves doing this on an everyday basis. Generally, participants were too busy or inwardly focused to invest time in the active oversight of others, but conversely, they did recognize their own need for oversight in order to make better privacy and security decisions. This imbalance between the lack of motivation to help others versus the desire to get support will be the greatest challenge to making community oversight a feasible solution for digital privacy and security moving forward.
6.3 Design Implications for Overcoming Community Oversight Challenges (RQ3)
Our study shows the potential of using community oversight as a mechanism for helping people co-manage their digital privacy and security; however, it also uncovered significant challenges that must be overcome to do this. In this section, we provide some design-based recommendations based on the findings from our participatory design sessions.

6.3.1 Design Community as a Flexible Social Network: Based on our results, community could be re-envisioned from closed groups to reciprocal social networks of trusted connections. Participants were clear that they only wanted to help their inner circle, which included mostly family and friends. However, this social network structure should be flexible to allow for outside expertise. Therefore, a subscription model, like Twitter or Instagram, could be included where individuals could opt-in to unidirectional information provided by experts. Alternatively, outside expertise could be garnered through N levels of connection removed from an individual (drawing inspiration from Friendster [9]). This broadens the definition of community from a closed group (increasing the probability of expertise within the network) but maintains a higher level of personal connectedness rather than an unbounded open network. This solution serves to balance the tensions between expertise, trust, and community.

6.3.2 Leverage Automated Techniques to Foster Community: The mechanisms for promoting individual awareness through group-level transparency can be automated through this network structure. This would alleviate the need for active individual participation, while passively providing relevant and trusted information for making informed privacy and security decisions based on collective knowledge. Instead of participants having to self-initiate sharing, it would be done for them. Importantly, participants would need to be able to customize their privacy settings to ensure they are comfortable in their level of transparency within the community (e.g., ability to withhold information about certain apps installed on their phones).

6.3.3 Provide Support in the Context of Decision Making: Information should be aggregated and shared in the moment when a community member needs to make a privacy or security decision. Without a direct oversight relationship with another community member (e.g., a child or elderly parent), user do not care to know real-time information about the privacy and security decisions of other users. Instead, they only want to leverage this information when it is pertinent to their own decision-making processes. Therefore, features like the activity feed may be more suitable for active oversight and less useful for engagement with a community of like-minded strangers. However, features that do provide some details of an individual’s decisions, on demand, may allow other individuals to provide occasional feedback.

6.3.4 Give Users Lightweight Mechanisms for Helping Each Other: To some extent, participants were willing to do passive information sharing, such as rating an app or sharing a relevant news article through direct message. While these types of interactions may be less frequent, giving users the ability to use lightweight passive sharing mechanisms may help foster a sense of community and caring about like-minded strangers.

6.3.5 Design for Trust and Information Quality: Even within a reciprocal social network, a way to assess the quality and reputation of advice is important. For instance, community members may designate some community members as expert users based on their contributions within the community or their known level of expertise (e.g., Aunt Anna is a cybersecurity expert). By allowing community members to self-organize around the strengths of individuals, this can
strengthen the community as a whole. Next, we will discuss some of the limitations of our research, challenges when designing for community oversight, and future areas of research.

6.4 Limitations and Future Work

We would like to highlight some of the limitations of our work that can be used to inform future research. First, since the concept of community oversight was so novel, we realized during our pilot studies that we needed to give participants a problem scenario to set the context, as well as some example features (e.g., Discover, Activity Feed, and Expert Users). Therefore, we provided participants with the “Movie Pass” scenario to help them transition into the study’s goal of thinking about privacy and security for mobile applications. This scenario relates to entertainment apps, as opposed to other app types (e.g., banking, news, health monitoring, etc.), which may have influenced the features participants designed. Since the way that people think about privacy is often embedded in a particular social context [53], our future work will explore other contexts to understand community oversight for different types of apps, especially those that contain more sensitive information such as financial or health records.

Second, our sample was relatively small, and participants were recruited from a single geographic area in the Southeastern United States. We also did not specifically recruit from marginalized communities (e.g., LGBTQ+ [8], survivors of domestic violence [45] etc.), which are known to have unique privacy concerns in digital spaces. Therefore, our future work will include a larger sample of participants from more diverse backgrounds. One of our goals will be to move towards inclusive privacy and security design [55,69] for different communities of users. We plan to also study the unintended, and potentially harmful, negative impacts [10] of implementing a model of community oversight that includes individuals from marginalized communities. We will strive to ensure that our app cannot be used as a form of abusive control in relationships with significant power differentials (e.g., some domestic partnerships, children and parents, seniors, and adult children, etc.). For example, even though many of our participants liked the idea of using the app for parental monitoring, researchers within the SIGCHI community [30,47] have scrutinized this approach. For example, Ghosh et al. [30] found that parental control apps may be too restrictive, privacy invasive, and harm the trust-relationship between parents and their children, especially teens. Thus, this research should be considered when designing community oversight mechanisms for families.

Finally, an underlying assumption that we make in our research is that community can help improve an individuals’ ability to make informed decisions about their digital privacy and security. While we base this claim on prior literature, this study does not empirically validate this claim. Our intent with this study was to create a novel model for community oversight and translate this model into a feature set for supporting collaborative privacy management. We plan to hold additional participatory design workshops to explore how community oversight is perceived in different types of communities, iterate on the design of our app, and continue to extend and explore our model of community oversight. Ultimately, our end goal is to design and implement a refined feature set within a “CO-oPS” mobile app and conduct longitudinal field studies to see whether and how users engage with the app and one another, as well as how this interaction influences their decision-making processes.

7 CONCLUSION

Our work began by building upon past literature to present a model of community oversight as a mechanism for helping people co-manage their digital privacy and security, relating concepts of transparency, awareness, and individual participation in supporting a community of users in
making privacy and security decisions. We explored this model in the domain of mobile app permissions through participatory design sessions and found that individuals saw potential gains from using a platform where they can discuss their privacy concerns with others. Although this model shows promise, participants in our study helped us to identify paradoxical relationships between designing useful mechanisms that make necessary information available and motivation to use such mechanisms on a regular basis.

These discussions helped to frame lessons learned about our model and features that support transparency, awareness, and individual participation. Desires for participants to have both sufficient and trustworthy information led to tensions surrounding the structure of a community and participation within the app. Thus, we revised our model to incorporate trust as well as the concept of active and passive participation. In addition, we need to further explore lightweight means of providing oversight that reflect the motivations of users to be helpful but not directly involved in others’ decision-making. We will continue to design and explore these features, to investigate the potential of our model and how to provide support for social and community processes within technical solutions for privacy and security.
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