
	

Socially Responsible Computing in 
Adolescent Online Safety 

Zainab Agha 
University of Central Florida 
Orlando, FL 
zainab.agha@knights.ucf.edu 

Karla Badillo-Urquiola 
University of Central Florida 
Orlando, FL 
kcurquiola10@knights.ucf.edu 

Neeraj Chatlani 
University of Central Florida 
Orlando, FL 
nchatlani@knights.ucf.edu 

Pamela Wisniewski 
University of Central Florida 
Orlando, FL  
pamwis@ucf.edu 

Ashwaq Alsoubai 
University of Central Florida 
Orlando, FL  
atalsoubai@knights.ucf.edu  

 

ABSTRACT1 
There is still much to be done to protect all teens from online risks and increase their opportunities 
to engage safely with others online, but it is important to not forget the needs of particularly 
vulnerable and “at-risk” youth when we embark on such endeavors. We discuss some of the 
challenges related to ensuring inclusivity and equity when conducting adolescent online safety 
research and attempting to design solutions that meet the needs of teens, especially those who 
benefit most from technology access but cannot rely on parents to keep them safe online. Our goal 
in attending this workshop is to address challenges in conducting socially responsible adolescent 
online safety research and ensuring inclusivity, as well as agency for teens, in our participatory 
design practices.  
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INTRODUCTION 
We tend to associate “equity” and “inclusivity” in research with populations that have physical or 
mental disabilities, such as those with visual impairments [13] or who are Autistic [14]. In these 
cases, technology has been called the “great equalizer [17]” because it can remove barriers and 
provide augmented capabilities to those who do not have them [18]. However, with this framing, 
we may overlook populations that are marginalized due to other social and cultural factors. For 
instance, when researching adolescent online safety, youth that either identify as LGBT, belong to 
ethnic and racial minorities, lack parental involvement, or those in the foster care system [3] are 
the most “at-risk” of being harmed online. At-risk youth have unique sets of characteristics and 
challenges that create substantial nuance and require a deeper understanding of users beyond 
what we may typically attribute to a broader population of teens. In our future work, we are 
committed to addressing digital inequalities that can help improve the lives and online safety of 
youth, by ensuring that marginalized teen populations have a voice in the design of technology 
built for them. Thus, attending the Collective Organizing and Social Responsibility Workshop will 
provide us with an invaluable opportunity to discuss the challenges of supporting youth in 
participatory design, so that they are active and respected agents in designing equitable solutions 
for online safety. 
 
Social Responsibility in Adolescent Online Safety Research 

Walker et al. created heuristic guidelines for conducting research with at-risk populations and 
highlighted the importance of weighing the cost-benefit analysis of researching with marginalized 
groups. A critical step of their heuristic framework was to give back to the community by reporting 
the findings and outcomes to broader audiences, especially those that participated in the research. 
As adolescent online safety researchers, it is our social responsibility to engage in such “scholar 
activism” [8] and present the findings to the teen community, in a way that teens are aware of the 
meaningful impact their contribution had on other youth and their families. For instance, 
researchers could conduct online safety workshops for teen participants, as well as their families 
and communities, providing practical ways to empower teens in having control of their own online 
safety. In disseminating findings, researchers can create user-friendly resources for participants’ 
benefit. Additionally, adolescent online safety researchers are encouraged to directly involve 
participants by doing participatory action research, which benefits the communities we work with 
[9].  

Therefore, we aim to engage with and uplift the voices of adolescents in online safety research, 
and find ways for them to be active agents in the participatory design process. Our research team 
is working on several participatory design studies with teens to (a) establish best practices around 
partnering with teens as primary stakeholders in the design of equitable interventions for 
adolescent online safety, (b) develop teen-centric and viable solutions that address a broad range 
of online risk scenarios relevant to youth (especially those at higher risk), and (c) work with teens  
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to understand how we can leverage their existing social ecologies of support (e.g., family, peers, 
school, and community) as part of these online safety intervention [1,4,19,20]. 
 
RESEARCH CHALLENGES 
We outline three of the main concerns that have arisen out of our research that we would like to 
discuss with the other workshop participants. 

Recruiting for Inclusivity and Equity 
How do we engage those who are inherently disengaged? In conducting family-based research, 

self-selection processes around recruitment create implicit bias toward parents (and, more 
specifically, mothers) who are more actively engaged in their children’s’ lives than those who are 
not [16]. Otherwise, they would not opt to participant in the research, nor consent for their teens 
to do so. Yet, this sub-population of families with highly involved and, likely, well-educated 
parents, is often not the population who would benefit most from research or evidence-based 
intervention programs developed for youth. Therefore, how do we incentivize participation by 
those who would most benefit from being a part of our research? In other words, how do we 
ensure inclusivity and equity in our recruiting practices in addition to gaining access to vulnerable 
populations that could most benefit from our work? 
 
Embedding Inclusivity in Design 

How can we include diverse perspectives and engage all stakeholders when we design interactive 
systems? Participatory design encourages the researcher to place value on the stakeholder’s 
knowledge by allowing the stakeholder to share their perspectives. Researchers have proposed 
using participatory design techniques to involve the user in the research and design process [12]. 
This technique has been successful when working with teen populations [5]. Three principles that 
are known to facilitate the successful participation of teens are: 1) transparency – clearly 
expressing the objectives to the participant, 2) autonomy – the participant has control of what and 
how information is shared, and 3) literacy – the participant has both a technical and social 
knowledge of the problem. We are interested in understanding how we may apply this technique 
and are open to suggestions for other approaches, which might be appropriate for engaging in 
user-centric design processes with “at-risk” (particularly foster) youth. 

 
Evaluating Whether Design is Equitable 

How we ensure that we are creating solutions that equally benefit all users in a fair way? When 
examining current approaches for protecting youth from online risks [11], especially those who are 
at highest risk [3], we found that many solutions rely heavily on risk prevention through 
restricting 



 

access to technology [15]. Yet, research shows that access to technology can be beneficial by 
reducing inequalities and providing valuable resources to youth; for example, it can facilitate social 
support [6] and access critical information related to medical health, school work, and future 
employment [7]. Thus, while such restrictive solutions may protect some youth, they may also 
create inequities among others, as research has shown that socio-economic status plays a large 
role in family values and practices around technology [2]. Therefore, when designing and 
evaluating real-world solutions, how can we ensure that the benefits they provide (or harm they 
cause) are equitable across all users? 

 
CONCLUSION 
We identified the main challenges of inclusivity in recruitment and design when conducting 
socially responsible adolescent online safety research. Our goal in attending this workshop is to 
engage in constructive discussion with academics, designers, and practitioners to find actionable 
ways of creating inclusive designs and conducting socially responsible adolescent online safety 
research. By attending this workshop, we hope to create a network of researchers with whom we 
can share experiences and collectively move towards activism and advocacy in HCI research.  
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