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Abstract
Parental control applications are designed to help parents monitor their teens and protect them from online risks. Generally, parents are considered the primary stakeholders for these apps; therefore, the apps often emphasize increased parental control through restriction and monitoring. By taking a developmental perspective and a Value Sensitive Design approach, we explore the possibility of designing more youth-centric online safety features. We asked 39 undergraduate students in the United States to create design charrettes of parental control apps that would better represent teens as stakeholders. As emerging adults, students discussed the value tensions between teens and parents and designed features to reduce and balance these tensions. While they emphasized safety, the students also designed to improve parent-teen communication, teen autonomy and privacy, and parental support. Our research contributes to the adolescent online safety literature by presenting design ideas from emerging adults that depart from the traditional paradigm of parental control. We also make a pedagogical contribution by leveraging design charrettes as a classroom tool for engaging
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college students in the design of youth-centered apps. We discuss why features that support parent-teen cooperation, teen privacy, and autonomy may be more developmentally appropriate for adolescents than existing parental control app designs.
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According to Pew Research, 95% of teens have access to a smartphone device and 45% of teens say they are online almost constantly (Anderson & Jiang, 2018). Smartphones allow teens to have constant access to the Internet and social media apps, which may increase online risk exposure to harassment, information breaches, and involuntary/unwanted sexual, emotionally distressful, and toxic content (Mitchell, Jones, Finkelhor, & Wolak, 2014). Parental control applications (“apps”) are one approach that parents use to monitor the risks of online content for teens. These apps allow parents to block, filter, or monitor their teens’ online activities through their smartphones. However, research on the use of these apps has shown mixed results in terms of both effectiveness and how they affect parent-teen relationships. For instance, Davis and Koepke (2016) found that a stronger parent-teen relationship helps protect teens from online risks more effectively than parental restrictions. Ghosh, Badillo-Urquiola, Guha, LaViola, and Wisniewski (2018) found that teens resented these apps because they are privacy invasive, overly restrictive, and harm trust between parents and teens.

We argue that existing parental control apps may inadequately support the developmental process of adolescents because apps do not balance the values and needs of parents with those of teens. In this article, our goal is to explore whether and how we can shift the design of parental control apps from overly restrictive, parent-focused safety strategies to a more balanced approach that respects the developmental needs of adolescents. One approach that can negotiate tensions in value conflicts between different stakeholders of a technology is Value Sensitive Design (VSD). VSD (Friedman, Kahn, & Borning, 2003) is a theoretically grounded approach traditionally used within the Human-Computer Interaction (HCI) research community to help identify and embed human values into systems design. To understand how to balance value tensions between parents and teens, we conducted an in-class design exercise with college students in the United States using VSD to facilitate design ideas for youth-centric parental control apps. We posed these research questions that guided this exploratory study:
Research Question 1 (RQ1): What values do college students believe should be embedded in the design of online safety apps for teens?

Research Question 2 (RQ2): What types of features would college students design for making parental control apps more representative of the needs of teens?

Research Question 3 (RQ3): How do these designs compare to the status quo of parental monitoring apps?

To answer these questions, we conducted an in-class design exercise with 10 groups of 39 undergraduate students taking a computing ethics course. Students created “VSD design charrettes,” or sketches of parental control app features that focused on youth-centric values (as opposed to parent-centric values) for protecting teens from online risks. Using VSD as our theoretical lens, we used a grounded thematic approach to identify key values college students thought should be embedded within parental control apps for teens.

A key contribution of this work is merging concepts from the field of HCI with a developmental perspective of adolescence to improve the design of online safety tools for teens and parents. HCI is a multidisciplinary field that incorporates principles from computer science, psychology, and human-factors engineering to investigate how people use technologies and how design influences use (May, 2001). This work also contributes a pedagogical tool for engaging college students in the practice of applying user-centered design principles to conceptualize parental control apps that are more youth-centered. Therefore, educators and app designers will find practical significance in our work. By using VSD, we reflect on the value tensions between online safety and privacy as well as the tension between parental control and teen autonomy over teens’ online and mobile activities. Finally, we provide psychologists, researchers, and app developers more youth-centric ideas for parental control apps that conceptualize parents and teens as joint stakeholders in adolescent online safety.

Literature Review

In this section, we describe the developmental characteristics of adolescence, summarize the literature in adolescent mobile online safety, and introduce VSD.

Developmental Characteristics of Adolescence

During adolescence, a teen begins to form their ego identity, focusing more on themselves as individuals, rather than as a part of their family unit
(Mayseless, Wiseman, & Hai, 1998; Youniss & Smollar, 1985). Teens begin to gain more independence and engage in more risk-taking behavior, a natural and necessary part of this process (Baumrind, 1987; Steinberg, 2004). As such, the relationship between parents and teens becomes increasingly complex; the authority of parents shifts from unilateral control to more cooperative interactions during adolescence (Youniss & Smollar, 1985). A teen’s need for autonomy from their parents is directly related to their need for privacy and respect (Rossler, 2005). Yet, trust is also a critical factor in an adolescent’s relationship with their parents (Williams, 2003), where some level of monitoring and information disclosure from teens is necessary so that parents can trust their teen is safe from harm (Kerr, Statin, & Trost, 1999). Given that adolescence is already a tumultuous stage of distancing from one’s parents, seeking new social experiences, and taking more risks, in the next section, we discuss how the introduction of the Internet and mobile devices has made this transitional period even more complex for families.

**Adolescent Mobile Online Safety and Privacy**

Negotiating privacy expectations between teens and parents is a challenging problem (Petronio, 2010), especially as it relates to online safety, parental monitoring, and smartphone usage. For instance, Davis, Dinhopl, and Hiniker (2019) found that smartphones can negatively affect parent-teen relationships, creating tensions and disconnects between them. Blackwell, Gardiner, and Schoenebeck (2016) found that the “practical obscurity” (i.e., how information can be hidden from others) of children’s mobile devices leads parents to underestimate the ways in which their children use smartphones and creates anxiety for parents, which may encourage them to use more restrictive parenting strategies. Mazmanian and Lanette’s (2017) ethnography study of families found that parenting technologies that provide parents more visibility of their teens’ online behaviors were often restrictive and inflexible to the digital practices of families.

In 2017, Wisniewski, Ghosh, Xu, Rosson, and Carroll (2017) feature analysis of 75 commercially available parental control apps confirmed that these apps cater to the needs of parents over teens. Most of the apps increased parental control through surveillance-based mechanisms (e.g., showing parents all text messages a teen sent or received) and features that restricted teen activities, such as web browsing, app use, and screen time. Thus, the researchers concluded that commercially available parental control technologies are incongruent with teens’ developmental needs for autonomy from their parents, socialization, and an appropriate level of risk-seeking, which is necessary for helping teens develop coping skills to effectively manage online
risks (Wisniewski et al., 2015; Wisniewski, Xu, Rosson, Perkins, & Carroll, 2016). Therefore, we explore how we might move away from parental control to more youth-centric designs that promote adolescent online safety.

**Using the Lens of VSD**

VSD is a theoretically grounded approach that seeks to systematically embed human values within the design process (Friedman et al., 2003). VSD is a tripartite methodology of conceptual, empirical, and technical investigations that can both reflectively identify and proactively embed values that are of moral importance into the design of systems (Friedman et al., 2003). Based on VSD, our article is considered a conceptual investigation, which allows us to ask questions such as, “who are the direct and indirect stakeholders affected by the design as hand?” and “what values are implicated?” (Friedman, Kahn, & Borning, 2006, p. 72). Previous research within teen mobile safety has used this tripartite approach for identifying key technical design challenges with teens and parents (Czeskis et al., 2010); through this lens, research found that safety, trust, and privacy were values that caused tension between parents and teens. Nouwen, Van Mechelen, and Zaman (2015) found that parents value involvement, in addition to safety and control. VSD is well-suited for the context of adolescent online safety because it allows designers (in this case, college students) to reflect on core values that can help design better safety measures for teens.

**Method**

In this section, we describe our participants, the pedagogical exercise completed by students, and our qualitative data analysis approach.

**Participants**

Students were enrolled in a computing ethics class required for computer science majors. It was an ideal setting for exploring value tensions in the design of parental control apps due to its focus on contemporary issues surrounding computing, ethics, and society. Our participants were senior-level, undergraduate college students (approximately 22-24 years old) at a large public Southeastern research university. This age range is indicative of the developmental stage of emerging adulthood (Arnett, 2000), which has been described as “the Age of feeling in-between,” as individuals are no longer adolescents but are also not adults (Arnett, 2000, p. 14). Given their positionality, these students (as future designers and developers) offered a novel perspective on
the value tensions between parents and teens. As the first generation of emerging adults (i.e., generation Z) who grew up having smartphones (Dimock, 2019) and as computer science majors, they were well-positioned to design meaningful and feasible app features with little guidance from the researchers. The course is taught as a mixed lecture-discussion class, where students actively work together. On the day of the design exercise, 39 out of 44 students attended class and 12 out of the 39 students were women. Students formed their groups of three to five students, 10 groups total for the exercise. Attendance was mandatory, though participation in the exercise was voluntary. The data for this exercise was collected during Spring 2018.

Procedure

The last author was invited to give a lecture to the students on the topic of adolescent online safety, privacy, and ethics. This talk included an introduction to the “privacy paradox” literature, which discusses how teens (13-17 years old) disclose personal information about themselves online, exposing them to serious online risks (Barnes, 2006). It also provided statistics from Pew Research (Pew Research Center, 2013) showing the frequency in which teens go online and use social media, as well as statistics from the Crimes Against Children Research Center (Mitchell et al., 2014; Wolak, Mitchell, & Finkelhor, 2006) on the prevalence in which teens encounter unwanted sexual solicitations, online harassment, and explicit content online. This introduction to the topic of adolescent online safety led into a class discussion, where the students were asked as follows: “When it comes to privacy and ethics, what matters more? A teen’s right to privacy or a parent’s ethical responsibility to protect their teens from online risks?” While we did not record the class discussion (as we did not anticipate converting this course activity into a research collaboration), students took stances on both sides of this debate. Some of the students even mentioned that their parents used parental control apps when they were teens.

Next, the students were introduced to VSD (Friedman et al., 2003) in the context of parental control apps. Based on the results from Wisniewski et al.’s (2017) feature analysis, the students were shown how most parental control apps currently focus on parental monitoring and restriction for keeping teens safe online. Based on the presentation describing the status quo of existing parental control apps as focused more on parent-centric needs, students were then asked to create “VSD design charrettes” (Spendlove, 2015) that focused more on youth-centric values. Specifically, we asked them to

create a VSD charrette for parental control apps used to protect teens from online risks. Instead of the values currently being embedded within parental control apps, choose new values that are more representative of teens as key
stakeholders. Draw a mock-up of a new app based on these teen-centric values. Annotate your drawing to explain how the app would work. Take a picture of your charrette and design.

We used a VSD conceptual approach design (Friedman et al., 2003) to ask students to redesign parental control apps by identifying key values that should be accounted for. Our conceptual approach directed students to thoughtfully consider who the direct and indirect stakeholders of their app would be and how might they be impacted by their designs (e.g., what are the benefits and harms of the app). We also asked the students to carefully consider whose values should be incorporated into the design and the trade-offs of competing values. From these discussions, students were then able to create their design charrettes.

The third author, who was the course’s teaching assistant, facilitated group work in the class by answering student questions. As they designed their charrettes in class, students were invited to share their ideas and motivations behind their designs. They were also given the opportunity to iterate on their designs with their groups after class. Groups were asked to scan or take photos of their charrettes and submit their VSD charrettes within several days after class via an anonymized Dropbox folder. Students were told that their designs may be incorporated into future research and were invited to email the last author if they were interested in collaborating on a research project around their idea(s) in the future. At the time of the class exercise, we did not intend to analyze the design charrettes and publish this article.

After reviewing the ideas submitted by the college students, we were impressed by their quality and insights. We realized that college students, as emerging young adults, were uniquely positioned to empathize with the needs of both teens and parents in a way that served to balance key design tensions discussed during the class lecture. Therefore, we asked our Institutional Review Board (IRB) about conducting a retrospective, secondary data analysis. Our IRB made the determination this was “Non-Human subjects” research. Their rationale was that the data were collected in an educational setting that involved normal educational practices that were not likely to adversely impact students. Furthermore, the data were de-identified prior to analysis and could not be linked back to students. With this approval, we continued with our analysis.

Data Analyses

We analyzed 10 VSD design charrettes that were submitted by the students. The charrettes included low-fidelity visual representations of the designs (i.e., drawn mock-ups on paper), annotations, and textual explanations. We
first conducted a grounded analysis (Braun & Clarke, 2006) of the design charrettes to identify each unique design feature (RQ2). We conceptually grouped the designs based on similar features and describe variations between the groups’ designs. We then analyzed the charrettes to extract values that the students believed should be taken into consideration when developing future parental control technologies (RQ1). We incorporated both the explicitly stated values as well as the values that were implicitly implied by the designs in our analyses. Then, we grouped the unique features based on the primary value they supported. The first and second author worked together to code and conceptually group each of the features by the intended value.

Next, we used a deductive and inductive coding approach (Fereday & Muir-Cochrane, 2006) to map the features identified to the Teen Online Safety Strategies (TOSS) framework (Wisniewski et al., 2017). The TOSS framework is a theoretically derived conceptualization of the primary strategies used to keep teens safe online. In TOSS, online safety features are categorized under two dimensions: parental control and teen-self regulation. The three parental control strategies are as follows: (a) monitoring: through passive surveillance, (b) restriction: through rules and limitations imposed on technology use, and (c) active mediation: through talking to teens about technology use and their online experiences. The three teen-self regulation strategies are as follows: (a) self-monitoring: self-awareness and self-observation, (b) impulse control: suppressing short-term desires to prevent long-term consequences, and (c) risk-coping: managing online risky interactions after they occur. A fourth dimension that emerged in TOSS was parent and teen education about online safety.

We used this framework as the basis of our qualitative analysis to classify the students’ design-based features (Table 2). Finally, we compare Wisniewski et al.’s (2017) empirical feature analysis of 75 existing parental control apps to the features extracted from the students’ VSD design charrettes (Figure 2) to determine if our pedagogical exercise was helpful in shifting the balance from features heavily focused on parental control to those that supported parent-teen collaboration or teen self-regulation (RQ3). The first and second author met in-person and conducted their analyses together using an iterative, consensus-based approach. If they had disagreements or questions, they consulted the last author who helped them resolve conflicts and refine their analyses. We present the results of our qualitative analyses below.

**Results**

We first provide an overview of the features extracted from the design charrettes organized by the key values we identified within their designs. We then
use the TOSS framework (Wisniewski et al., 2017) to compare our results to the status quo of parental control apps.

**Identifying Values in Design Within the Parental Control Design Charrettes**

In total, we identified 16 unique features from the 10 design charrettes. Of the 10 design charrettes, five groups designed their apps to be used by parents. Four groups designed their apps for both parents and teens. One group created an app for only teens. Figure 1 provides a few examples of the students’ design charrettes.

We grouped similar features into categories based on the key value represented in design (see Table 1). In the sections below, we organize our results first by values in design, then by the unique features designed by each group (we refer to specific groups as Gx where x is the group we are referring to). We present our results in descending order based on the frequency.

**Safety features.** One of the most prevalent values, present in eight of the 10 design charrettes, was protecting teens from online risks (i.e., safety). Students embedded this value in their design charrettes by incorporating features that supported parental alerts, risk detection, conversation previews, risk ratings, and flagging a friend. The most common safety feature designed was *parent alerts* (six groups) that would “show” or “send” parents notifications for threatening situations that the teen encountered online. For example, parental alerts notified parents instantly whenever a risk was detected in a teen’s conversation or if the teen received a text message from an unknown number. The parental alert was meant to help parents quickly handle a risky situation and keep the teen safe from imminent harm.

To implement parental alerts, half (5) of the design charrettes leveraged automated *risk detection* to identify whether the teen was encountering online risks. For instance, G1 and G2 both designed apps which used “machine learning” to identify and flag risky conversations based on a set of keywords and/or the time of the day. Similarly, G10 suggested “advanced artificial intelligence to determine dangers in conversation.” In contrast, G4 suggested the use of “image recognition” to detect risky images before a teen shared the image with others.

Three groups gave the parent a *conversation preview* with alerts, where parents were given a snapshot of the conversation that was flagged as risky. To some extent, this feature helped balance the value tensions between teen safety and privacy by giving parents low-level details of conversations only when content was identified as risky.
Other safety features included G1’s risk-ratings (Figure 1a), which used “textual analysis” of messages to assign star-ratings to the people in the teen’s contacts list based on the amount of risk detected in conversations with those individuals. The more stars a person had, the more dangerously they were perceived. G9 proposed a similar feature called flag a friend, where parents could manually flag (mark) a teen’s contacts that they thought were suspicious or potentially threatening, so they could ask the teen about this “friend.”

A key theme among these safety features was that they attempted to use either manual or automated approaches to detect online risks and notify
parents, so parents could help mitigate these risks. Online risks were often identified within the context of a given conversation, but in some cases, risk was associated with a given context (e.g., time of day) or certain individuals (possibly based on conversations) who the teen interacted with via their mobile device.

**Features for improving parent-teen communication.** Seven groups designed features that attempted to improve parent-teen communication, rather than protecting the teen directly from online risks. Five groups designed a *whitelist* feature for parents, so that they could create a trusted contact list for whom their teen could interact without constant supervision. This feature helped alleviate tension between parents and teen by giving the teen some leeway to communicate with trusted friends and family. One group (Figure 1b) gave teens the ability to ask parents to “confirm” or “reject” a new contact based on the contact name, phone number, photo, and a preview of the initial messages within the conversation. This allowed parents and teens room to negotiate whether certain contacts were trusted or not, increasing their communication with one another.

Two groups designed apps with *teen alerts*. These groups decided that risk alerts should be sent to teens as well as parents. This feature helped teens understand what interactions triggered risk alerts and allowed them to know beforehand if they were about to be approached by their parents (or possibly get in trouble) about these risky interactions. One group also alerted teens if a parent changed any settings of the app. These teen alerts may help parents and teens form a mutual understanding of shared expectations about mobile phone use.

Two groups designed a communication feature for *asking the child*, which helps parents start a discussion with their teen. These discussions could include concerns parents had regarding certain people their teen interacted with that seemed suspicious. Instead of restricting the ability for the teen to communicate with potentially unsafe people, the feature gave teens and parents a shared communication channel for further discussion.

Similarly, G8 created an *ask your parent* feature to allow teens to start a conversation with their parents about individuals they want to interact with. This feature provides the opportunity for both parents and teens to communicate and negotiate limits.

**Features to support teen autonomy.** Five groups focused on developing features that provided some level of autonomy to the teen, so that they could observe and learn from their own actions. Three groups suggested shared *parent-teen settings controls*. For instance, G3 proposed that teens should be
considered a part of the parental monitoring process, and the app should be more transparent for teens to observe how the parental monitoring is taking place. Therefore, they designed an app where both teens and parents could control the settings of the app. Parents could adjust the strictness of the parental control apps features using a slider. The strictness was meant to be flexible with respect to the teen’s actions.

Two groups purposefully designed teen accounts, so the teen could have their own separate user interface apart from their parent. These accounts allow teens the opportunity to manage their own online behaviors. Even though the design prompt directed students to redesign a parental control app, one group created an account only for teens. They proposed an intelligent assistant that would use image recognition to warn teens before sharing risky images with others. Their design charrette mock-uped a conversation between a sexual predator and a teen, where the teen was asked to “show me the goods.” The app would detect the inappropriate image, stop transmission, and ask the teen if they are sure they want to send it. This feature promotes autonomy because it gives the teen the agency to override the warning and send the sexually explicit image. In this case, G4 included automated risk detection for notifying the teens of their own risky behavior, rather than their parents. This helps teens be more responsible of their choices and consider the consequences of their actions.

One group suggested a trigger to provide teen support services to help the teen understand the consequences of their actions. G3 proposed that whenever a teen triggered an alert to the parents, resources would be provided to help the teen understand the consequences of their actions. This feature provided immediate resources to the teen beyond expecting their parents to address the situation with them upon being alerted.

Privacy-preserving features for teens. Four groups sought to create a balance between safety and privacy by giving parents a window into their teens’ online activities but not making this window completely transparent. They did this by only giving parents conversation metadata, rather than the actual content of their teens’ messages. Conversation metadata included information like who the teen was talking to (e.g., contact name, screen name, or number), number of messages sent or received, at what time they talked, the duration of the conversation, and how many messages were exchanged. Because the metadata did not contain details of the conversation itself, it helped keep the teens’ data private while still providing essential information to parents. G8 argued that it was also important to maintain the privacy of the teen’s contacts as parental control apps were not only intrusive to the teen’s personal privacy, but they also invade the privacy of others like the teens’ friends. Figure 1c provides an example of a feature that leveraged conversational metadata, such as
name, number, how long the teen had been texting with the individual, and number of messages sent and received.

**Features for parental support and growth.** One group designed an app that encouraged parents’ personal growth through support and competition. G6 designed a community-based, parental monitoring app which would foster communication among parents to provide support and teach them how to improve their parenting. Parents would have access to a *parental support group*, where they could discuss their concerns with other parents to learn how to deal with certain situations/scenarios. They could share their experiences, tips/techniques, and help each other take better care of their teens. This group designed a *leaderboard*, where smaller groups of parents could compete, and the winner would be awarded the title of “Best Parent.” The group explained, “*Parents ratings [were] based on parenting success.*” Parents would keep track of good and bad behaviors exhibited by their teens, learn from other parents in the community by “*discuss[ing] with other parents how to handle [these] scenarios.*”

Overall, the groups designed features that kept teens safe by detecting online risks, so that parents could intervene, while affording teens more privacy over their online interactions. Instead of increasing parental control through restrictive features, the students emphasized features that enhanced parent-teen communication and build trust. The students also designed features for teens that promoted their autonomy and for parents to give them support and teach them how to manage their teens’ risk-seeking behaviors more effectively. Next, we map these features to the TOSS framework.

**Applying the TOSS Framework to the Design Charrette Features**

Out of 16 features that were designed by the students to protect teens from online risks, most supported parental control strategies (11/16), and seven features supported teen self-regulation. Two features provided educational support to parents. Table 2 summarizes the mapping between the students’ features and the TOSS framework, which we discuss below.

**Parental control.** In the parental control category (see Table 2), most features supported parental monitoring (4/11) and restriction (4/11); only two features supported education and one active mediation. We provide details about the features that supported parental control below.

**Monitoring.** Monitoring was one of the most observed TOSS dimensions in the students’ design charrettes. Included in this category were risk detection, parental alerts, conversation metadata, and conversation preview.
Table 2. TOSS Mapping Based on Features Designed by Students.

<table>
<thead>
<tr>
<th>Parental control (N = 11 features)</th>
<th>Teen self-regulation (N = 7 features)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monitoring (N = 4)</td>
<td>Restriction (N = 4)</td>
</tr>
<tr>
<td>Risk detection (G1, G2, G3, G10)</td>
<td>Parental alert (G1, G2, G3, G5, G10)</td>
</tr>
<tr>
<td>Parental alert (G1, G2, G3, G5, G7, G10)</td>
<td>Conversation metadata (G5, G8, G9, G10)</td>
</tr>
<tr>
<td>Conversation preview (G1, G2, G3)</td>
<td>Conversation preview (G1, G2, G3)</td>
</tr>
</tbody>
</table>

Note. This table provides the TOSS mappings based on the features designed by students. Column headings represent the TOSS dimensions for parental control and teen self-regulation. Below are the corresponding features that represent each strategy and the groups that proposed them. The counts represent the number of features (out of 11 for parental control and out of 7 for teen self-regulation) that support each TOSS strategy. TOSS = Teen Online Safety Strategies.
Whenever a risk is detected, parental alerts provided the capability for parents to get notified. Although parents may not be continuously monitoring their child, they are providing direct oversight through the app by monitoring their child’s activities when a risk is detected. Conversation metadata and preview are features that help parents keep track of what their teens are doing. The key novelty in the students’ designs, compared with existing apps, is that the students afforded teens more privacy by abstracting and aggregating this information and only giving parents information when a risk was detected, rather than giving parents low-level details about a teen’s online interactions (e.g., actual conversations, browser history).

**Restriction.** Four design features allowed parents to restrict certain teen activities to protect teens from online risks. This included the whitelist feature (which had an analogous “blacklist” option), where teens could only talk to people who have previously been approved by their parents. G9 provided the option to flag a friend, where if the parents mark a child’s contact as risky, it restricts the teen from engaging in conversation with that contact. Similarly, in G1’s risk-rating feature, contacts are given a star rating based on the prevalence of risk associated with them. Finally, G10’s parent-teen settings control allows the parent to adjust the strictness of the parental control features to restrict the teen’s online activities. A key theme among restrictive features is that they mostly focused on restrict with whom teens could interact, rather than what they could do from their phones. Even though these features gave parents the ability to restrict teens from communicating with unsafe people, teens had some say in the decision.

**Active mediation.** There was one feature (ask your child) that supported active mediation from parent to child. G7 and G9 suggested having an ask your child feature where parents could initiate discussions with their teen about their activities. For example, parents and their teens could discuss a teen’s new friend or contact, with the goal of promoting healthy communication between parents and teens.

**Parental education.** One group identified two educational features for parents, which entailed parental support groups and a leaderboard. These features could help educate parents on how to handle certain situations with their teens. Parents could discuss similar scenarios with other parents and learn from them. The leaderboard could help parents be more aware of their teens’ needs, facilitating healthier relationships with their teens and improving trust.

**Teen self-regulation.** Seven features supported teen self-regulation strategies. Approximately half of the features supported self-monitoring (3/7), while
two supported impulse control, two risk-coping, and no feature supported education for teens. Table 2 provides a summary of this mapping. Some features were double coded for both parent and teen strategies based on the intent of each group. For example, four groups designed risk detection features for parents (i.e., parental monitoring), while G4 designed their risk detection feature for teens (i.e., self-monitoring). The groups are listed in the table adjacent to each feature. We describe the features in relation to each teen self-regulation strategy below.

**Self-monitoring.** Three features supported teen self-monitoring through risk detection, teen alerts, and teen accounts. G4 used risk detection to give teens an opportunity to rethink whether they really wanted to send an explicit or otherwise inappropriate photo to one of their contacts. Other groups chose to send risk alerts to teens, as well as parents, which could raise their level of self-awareness when an alert was triggered. Teens also receive an alert when parental app settings were changed. These features for teen self-monitoring gave teens a stronger sense of personal agency over their online behaviors and the use of the parental monitoring app. Instead of the app only being used by parents, teens could login to the app, and see their activities and whether any risks were detected. Unlike many existing parental control apps that covertly monitor teens, these apps were more transparent and made teens joint users along with parents.

**Impulse control.** Two features promoted impulse control to help teens mitigate online risks on their own. G4 used an intelligent assistant, which prompted a warning to the teen asking if they were sure that they wanted to share a risky image. By first raising risk awareness, then explicitly asking a teen to reconsider their decision, this feature encouraged teens to think about the long-term consequences of their short-term actions. It places the responsibility of their decisions on themselves, rather than their parents. Another feature that promoted impulse control was the teen control settings, allowing teens the opportunity to change settings of the parental control app (e.g., setting safe locations). These settings gave teens responsibility to decide the boundaries in which they could be considered safe without the need for parental supervision. By giving teens the autonomy to make some decisions about online safety and risks, these features provided the space to exercise good judgment and self-control.

**Risk-coping.** While most features promoted strategies for helping teens prevent negative events, two features were designed to support strategies for helping teens overcome the effects of such an event once it occurred. G8
created an ask your parent feature, which gave the teen an invitation to reach out to their parent for help. This feature could also be used to ask the parent to evaluate the trustworthiness of a new contact. G3 designed a teen support service feature, which provided teens external resources to help them after a risk event was detected. In this way, the feature acted to provide real-time assistance when a risky situation might be present. These features provided teens with support for advice-seeking and acquiring help at the time they might find it most valuable.

Comparing Students’ Designs to the Status Quo of Parental Control Apps

In their paper, Wisniewski et al. (2017) found that the majority of features in the 75 apps they analyzed supported parental control (89%), while only 11% of the features supported teen self-regulation. Figure 2 provides a comparison between Wisniewski et al.’s (2017) empirical feature analysis of existing parental control apps (left) to the features we extracted from the students’
VSD design charrettes (right). Wisniewski et al.’s original analysis identified 382 instances of app features in the 75 apps, while ours identified 43 instances of app features within the 10 design charrettes. We standardized the graph for meaningful comparisons between these two analyses.

As shown in Figure 2, students still predominantly designed features for parental monitoring (42% of features in the design charrettes compared to 44% of features for existing parental control apps, respectively), but they designed considerably fewer features that supported parental restriction (21% vs. 43%). The shift toward more teen-centric features persists across the remainder categories in the graph. Comparatively, students designed more features for active mediation and parental education than what Wisniewski et al. found to be the status quo in existing parental control apps. Students also created more features for teen self-monitoring, impulse control, and risk-coping. However, they did not design features geared toward teen education about online safety. Overall, we saw a considerable shift toward more youth-centric designs; yet, we also acknowledge that the imbalance of parent features over features designed for teens. We discuss the implications of these findings in more detail in our discussion.

**Discussion**

Our research represents an important first step toward a more balanced approach to designing adolescent online safety apps. Overall, the college students designed for safety, parent-teen communication, teen autonomy and privacy, and parental support. While moving away from restrictive parenting practices, they still emphasized parental monitoring over teen self-regulation to prevent and mitigate online risks. We reflect on our results and propose design recommendations for parental control apps to better negotiate parental control and teen self-regulation.

**Embedding Teen-centered Values in the Design of Parental Control Apps (RQ1)**

We asked college students what values they felt were important to embed in the design of parental control apps when thinking about teens as potential end users. Safety emerged as the most prominent value in design, which was expected given the topic of the design prompt (i.e., adolescent online safety). Many of the parental monitoring features were designed for risk prevention, but other features, such as the “teen support services” or “intelligent assistant” for the teen promoted risk-coping and impulse control through increased self-awareness, respectively. Ultimately, these features moved toward promoting teen self-regulation. Similar to how Hiniker, Lee, Sobel, and Choe (2017)
developed a tablet-based application that taught younger children to intentionally plan out their media use to encourage self-regulatory behaviors, we also encourage future researchers and designers to focus on more youth-centric approaches for adolescent online safety design that go beyond risk prevention and mitigation to teach teens how to effectively manage online risks.

The college students also placed great value on facilitating parent-teen communication to promote safety and balance the needs of two very different stakeholders. From a developmental perspective, this design pattern made sense. As teens mature, they seek more cooperative decision-making with their parents, rather than being subjected to unilateral authority (Youniss & Smollar, 1985). In other words, they want to be part of the decision-making process and not just told what they can and cannot do. Therefore, providing means for parents and teens to communicate through the apps may afford opportunities to negotiate boundaries, resolve conflict, and form shared expectations between parents and teens. Teen autonomy and privacy were also prominent values within the students’ designs. Even though the students stayed mostly within the guidelines of the design prompt—to redesign existing parental control apps—they included features for parental monitoring that were more respectful of a teens’ privacy (e.g., conversation previews, conversation metadata) by using machine learning as an automated approach to filter the data shared with parents. Overall, the students designed considerably fewer features for parental restriction than what exists in commercially available parental control apps. The students designed features to build stronger parent-teen relationships instead of increased parental control. Based on the research, such features may be more effective in helping teens navigate risk more effectively than the alternative of the status quo. Finally, many of the design charrettes included automated risk detection to help parents protect their teens from online risks; however, risk detection was also used for providing teens more privacy and autonomy from their parents. This demonstrated how college students tried to balance value tensions (i.e., teen safety, privacy, and autonomy) and their desire to be cognizant of the needs of both parents and teens. Overall, designing for safety, parent-teen communication, teen autonomy and privacy, and parental support and growth are more positive youth-centric family values than designing solely for parental control. Yet, how we embed these values within the design of adolescent online safety apps deserves additional scrutiny.

**Implications for the Design of Parental Control App Features (RQ2)**

In addition to leveraging the insights from the students’ designs, we use a developmental perspective of adolescent online safety to inform our design recommendations.
By leveraging what is known about adolescent development, we can significantly improve the design of adolescent online safety apps. Following the college students’ lead, designing apps that support teen self-regulation and parent-teen communication, rather than parental control, could help teens develop a stronger self-efficacy for protecting themselves online and making better decisions as they experiment with some level of online risk. Jia, Wisniewski, Xu, Rosson, and Carroll (2015) call this approach a “risk as a learning process” model for allowing teens to engage with technology, so that it can shape their online information privacy behaviors and teach them how to engage with others via social media in a safer way. One takeaway from the student designs is that parental control apps could be designed to include teens. Providing teens with their own interface might increase ownership, awareness, and buy-in (Hiniker, Schoenebeck, & Kientz, 2016; Ko, Choi, Yang, Lee, & Lee, 2015). At minimum, parental control apps should be designed to be transparent to the teen in contrast with existing apps that are often opaque. This approach would help teens use the information from the app to increase their own self-awareness, improve their impulse control, more effectively cope with online risks, and understand that the intent of the app is to help actively engage their parents for help, not to spy on them. G4’s idea about using automated risk detection to help teens decode and reflect on their own risk behavior (e.g., sending a sexually explicit image) was a good example of helping teens to be better digital citizens (James, Weinstein, & Mendoza, 2019), rather than trying to police them.

Similarly, we recommend more features that leverage context-aware computing (e.g., being able to react in real time to an individual’s changing context [Schilit, Adams, & Want, 1994]), combined with validated approaches from educational psychology to teach teens how to keep themselves safer online. For example, Havighurst’s (1953) book on Human Development and Education emphasizes the importance of “teachable moments.” He explains that a developmental task is one where it must be learned at the right time, so that learning can be most effective. For example, raising the risk awareness of teens in the context of a risky interaction (e.g., taking and sending an explicit photo) may be more effective than using generic warnings about appropriate sharing outside the context of that risky interaction.

Finally, teens should be given the ability to negotiate limits and rules with their parents. For example, customizable settings shared by the parent and teen could aid in boundary setting. In addition, settings could be designed to support the developmental changes and differences between younger teens (ages 13-14 years) and older teens (ages 16-17 years). While such transitional customization may prove to be more complex than G10’s slider, it is worth
exploring how an app could adapt and grow with the teen as they become more mature.

Moving Beyond the Status Quo of Parental Control for Adolescent Online Safety (RQ3)

In our study, the pedagogical exercise of having emerging adults create VSD design charrettes was successful in attempting to shift the design of parental control apps toward more youth-centric designs for teens. The students balanced different stakeholders (i.e., parents and teens) and value tensions that recognized parents not just as authority figures, but as advisors (Youniss & Smollar, 1985). In contrast, McNally et al. (2018) conducted a participatory design study with children (ages 7-12 years) and asked them to redesign an existing parental control app. The children designed for parental control and restriction, whereas the designs from emerging adults were much less authoritarian in nature. It would be valuable to test whether teens value freedom and parents more control with a study that involves teens and parents as designers.

After asking students to create design charrettes of parental control apps that were more representative of teen values, we saw a shift in their designs from the status quo (Figure 2). However, students still developed a limited number of features intended primarily for teens and focused heavily on less privacy invasive parental monitoring features. As such, we would like to highlight important methodological design implications for HCI researchers who leverage VSD methods—it is difficult to get people to design against the status quo—Khovanskaya et al. (2018) explains that rarely do we explore possibilities that go beyond societal norms to innovate technologies that go beyond (or even against) the status quo. Therefore, it is important to work deliberately to find opportunities that can give new perspectives to change. Khovanskaya et al. (2018) suggest a series of questions for researchers to use during the design process; these include the following: (a) “What is the status quo, and what needs to be changed?” (b) “What are the limits of design?” (c) “Who disagrees” or “who gives permission?” and (d) “What’s at stake?” (p. 4). We suggest that such questions should be asked when trying to reconceptualize adolescent online safety apps in a way that is developmentally beneficial to adolescents as we strive to keep them safe online. Next, we discuss the limitations of our approach and suggest ways to overcome these limitations and areas of future research that based our lessons learned.

Limitations and Future Work

We conducted a retrospective analysis of design charrettes created by college students as an initial and exploratory way to move away from the status quo
of online safety tools that overly emphasize parental control. In retrospect, there are some study design decisions that we would have made differently. For instance, we realized that using the term “parental control app” within the design prompt could have inherently pushed participants to design for parents and for control. It may have been difficult for the students to creatively consider and design novel solutions beyond the traditional boundaries placed by parental control apps. Instead, we would have asked them to design an app for adolescent online safety or use more neutral terminology. We also acknowledge that the invited lecture prior to the design exercise could have influenced the students’ designs, limiting their creativity. In addition, we did not perform a systematic evaluation of whether the exercise changed the attitudes, beliefs, or knowledge level of the students in terms of their perspectives of the design of parental control apps, nor how to generally apply VSD principles to balance tensions in design.

To overcome these limitations, we propose that future studies or classroom exercises first give students a pre-assessment, then design activities that are more open-ended, prior to introducing them to existing research on the topic. After the initial designs are submitted and students are oriented to the research, then they could be given the opportunity to iterate on their designs more intentionally given the goal of the design exercise. This would reduce potential bias and help students be more intentional about their design choices. Then, a post-survey could be used to assess whether the exercise helped shift the students’ thinking and teach them concepts about user-centered design processes. Taking these steps would help address the question of whether students’ designs were significantly affected by being in a computing ethics course or being introduced to the TOSS framework prior to participating in the design exercise.

Another limitation is that our sample was biased toward male computer science students. On one hand, male computer science students are the most likely demographic to develop future online safety apps. Therefore, this exercise helped us obtain useful insights from possible future designers and developers on how they would redesign online safety apps to incorporate more youth-centric values. It also helped us explore the practicality of using VSD design charrettes as a pedagogical tool to get students to consider and balance value tensions in design. On the other hand, we recognize the need for larger, more diverse perspectives when it comes to designing developmentally appropriate online safety tools for adolescents.

Furthermore, while we can present the design ideas created by college students, we cannot confirm they are good. In some cases, we can draw from existing research (Andrade, Mizoguchi, & Isotani, 2016) to ascertain that some of the design ideas were problematic (e.g., leaderboard ranking parents), while others present technical challenges. The user-centered design
process requires multiple iterations to get a specific design pattern correct before implementation. Instead of focusing on the quality or technical feasibility of the designs, our intent was to focus on the values in designs and the higher-order ideas behind the designs in our analyses.

Given the developmental transition from childhood, adolescence, emerging adulthood, to becoming adults and/or parents, the differing perspectives, and particularly the differing values, of these user groups offers useful insights for how to carefully balance tensions and user needs that arise at different life stages. Yet, working directly with teens and parents is a logical and necessary next step. To build upon our findings, we recommend conducting participatory design studies (Fails, Guha, & Druin, 2013) with teens and parents as joint stakeholders in apps designed to promote the online safety of adolescents. It would be useful to see whether and how teens and parents would negotiate and resolve their own value tensions in the design of online safety apps. As a second step, teens and parents could evaluate the design proposed by the emerging adults. Table 3 summarizes parent and teen features suggested by the college students with potential research questions that could be used to help shape the study design. Furthermore, it would be worthwhile to work directly with teens, rather than including parents, to design online safety features that focus more on youth empowerment and teen self-regulation.

Finally, future research ought to explore how the design of adolescent online safety apps needs to change with the developmental needs of teens as they progress from early adolescence, mid-adolescence, late adolescence, to emerging adulthood. For example, how might we account for the tensions between parental control and teen autonomy differently—for when a teen (or younger child) is first given a smartphone, to when a teen transitions from middle school to high school, to finally when a teen becomes an emerging adult, similar to the college students whose designs we presented in this article. By taking a developmental approach to understanding the unique needs of teens during each of these transitional periods, we may be able to take a step toward designing new online safety tools that are beneficial to teens across the adolescent lifespan. To this end, we strongly encourage future endeavors that meaningfully merge human-centered design principles with knowledge in adolescent development to train future computer scientists how to build youth-centric technologies that are well-suited for teens.

**Conclusion**

In this article, we integrate a developmental perspective on adolescence with a human-centered approach to design to re-envision parental control apps
that are more youth-centric. In doing this, we make an empirical contribution to the domains of HCI and adolescent online safety research. We also make a pedagogical contribution by presenting a class-based exercise that leveraged VSD design charrettes, so that emerging designers and developers intentionally thought about the values they would embed in the design of future parental control apps. By using a VSD approach and working with college students, who are in a transitional period between late adolescence and early adulthood, we were able to progress toward balancing key tensions between parents and teens when it came to online safety, privacy, control, and autonomy. The end goal of this research is to convey the message that designs for adolescent online safety should be developmentally appropriate for teens.
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