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In this position paper, we discuss the potential for leveraging LLMs as interactive research tools to facilitate collaboration between

human coders and AI to effectively annotate online risk data at scale. Collaborative human-AI labeling is a promising approach to

annotating large-scale and complex data for various tasks. Yet, tools and methods to support effective human-AI collaboration for

data annotation are under-studied. This gap is pertinent because co-labeling tasks need to support a two-way interactive discussion

that can add nuance and context, particularly in the context of online risk, which is highly subjective and contextualized. Therefore,

we provide some of the early benefits and challenges of using LLMs-based tools for risk annotation and suggest future directions for

the HCI research community to leverage LLMs as research tools to facilitate human-AI collaboration in contextualized online data

annotation. Our research interests align very well with the purposes of the LLMs as Research Tools workshop to identify ongoing

applications and challenges of using LLMs to workwith data in HCI research.We anticipate learning valuable insights from organizers

and participants into how LLMs can help reshape the HCI community’s methods for working with data.
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1 INTRODUCTION

Online risk exposure is a pervasive phenomenon that affects millions of social media users every day [9, 12, 32, 38].

Given the massive scale of online content generation, the development and implementation of machine learning (ML)

based risk detection tools to automatically identify and mitigate various online risks has been accelerating (e.g., [5, 14,

24, 27, 28, 33, 35]). To develop these AI-based systems, Human-Computer Interaction (HCI), social computing, and ML

research often employ a team of human coders to complete ground-truth data annotations (e.g., classifying whether

messages are risky or not) through collaborative tasks among human annotators [2, 7, 20], in which a coding scheme

is pre-defined, a group of coders is trained with the scheme to reconcile disagreement, and inter-coder agreement

is evaluated [25]. This often includes crowdsourced workers [11], a team of researchers and research assistants [28,

34], and/or domain experts [27]. This annotation process involves an intensive and collaborative process of training,

consensus-building, and quality control among multiple coders; therefore, it can be costly, time-consuming, and stress-

inducing, while still yielding uneven levels of inter-coder agreement [4, 29].
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Alternatively, proxies are used to label online risk collectively instead of annotating individual risk cases. For in-

stance, existing literature on misinformation detection that relied on source-level labels assumes that all new arti-

cles from a given source share the same credibility level (reliable vs. unreliable) depending on the reputation of the

source [8, 10, 26]. However, in a recent study, researchers showed only about 50% alignment between source level and

article level labels for the credibility of political news articles and called for approaches to balance the quality and

quantity of the ground truth annotation [27]. As such, there is a growing need for innovative and efficient methods

to support human coders in labeling large corpora of online data, which can have a significant methodological impact

on HCI and social computing research. In this position paper, we discuss the potential of the use of Large Language

Models (LLMs)-based Conversational Agents (CAs) as AI-based co-coders for accurately annotating online risk data.

Our position paper is highly relevant to the LLMs as Research Tools workshop as our focus on LLMs as research tools

to facilitate online risk data annotation aligns very well with the core topic of interest for the workshop (i.e., LLMs to

reshape the HCI community’s suite of methods for working with data).

2 LLMS AS COLLABORATIVE AGENTS FOR ONLINE RISK ANNOTATION

After the recent release of various Large LanguageModel (LLM)-based Conversational Agents (CAs) (e.g., ChatGPT [21]),

research communities are increasingly experimenting with data annotation tasks such as annotating political stance

and sentiment of textual data [1, 15, 18, 36]. Emerging literature suggests that LLM-based CAs can be useful for text

classification tasks, owing to their accuracy and ability to flexibly adapt to tasks. For instance, Zhang et al. [36] show

that ChatGPT was able to annotate the political stance of the tweets with an average accuracy above 70. Similarly,

Amin et al. [1] evaluated how accurately ChatGPT classifies sentiment, personality, and suicide ideation in given texts.

The results showed that ChatGPT outperformed other robust language models for accurately classifying the sentiment

of the text (i.e., positive, neutral, and negative classes). At the same time, challenges have been documented in the use

of LLM-based CAs in annotating textual data for more contextualized constructs. For instance, the performance of

ChatGPT for classifying the five personality and suicide ideation classifications was lower than the other pre-trained

language models (e.g., BERT) [1]. The observations from prior studies indicate that ChatGPT is a generalist model that

can perform many different text classification tasks without specialized training, yet dedicated training is required to

achieve good results on specific tasks such as annotating contextualized online risk data.

Researchers have also explored the potential of LLM-based CAs as tools for identifying themes and grouping the

textual data into identified themes (e.g., grounded thematic analysis) to reduce time and labor for such analysis [37].

For instance, Zhang et al. developed GPT-based data analysis tools to identify major themes in textual data and high-

lighted the potential of leveraging LLMs for augmenting efficiency in qualitative data analysis. As such, prior studies

highlighted the potential benefits of the use of LLMs as AI-based tools to facilitate text annotation tasks. However,

most of the prior work shed light on the potential of LLM-based CAs for text annotation tasks to alternate human

labor for the same tasks; hence, leaving potential for co-labeling tasks with human coders under-explored. This gap is

pertinent because co-labeling tasks need to support a two-way interactive discussion that can add nuance and context,

and help generate a rationale for the various decisions, particularly in the context of online risk behavior, which is

highly contextual in nature [3]. While modern conversational agents have shown the ability to interact with humans

and work with examples [16, 19], their performance in collaborative text annotation exercises where different facets of

co-labeling are important is as yet understudied. Here, we consider LLMs-based CAs as potentially useful co-labeling

agents, which could support high-quality text annotations with explanations. Particularly, we situate this discussion

in the data annotation of online risks.
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The concept of online risk is highly subjective and nuanced, and contextual sensitivity should be considered when

identifying online risk [17]. For instance, oftentimes, social media users use sarcasm or even more creative ways to

get around content moderation [33]. This phenomenon has become increasingly common in user-generated content

on social media platforms [31]. Hence, newer ways to innovate and re-think labeling in such settings could have a

significant methodological impact onHCI and social computing research. To address the issues of annotating subjective

and subtle online risk data using LLM-based CAs, Huang et al. [13] experimented with the ChatGPT to annotate hate

speech in tweets into three categories: implicit hate speech, non-hate speech, and uncertain. The results showed that

ChatGPT correctly recognized implicit hate speech in 80% of the tweets with explanations better than those provided by

human coders (i.e., crowdsourced annotators). The results from prior studies shed light on the potential of LLM-based

CAs for text annotation tasks to alternate human labor for the same tasks. However, once again, it should be noted

that the concept of risk and annotating online risk can be highly dependent on a variety of factors including cultural

imprint, personality, political orientation, and contextual knowledge, hence, can lead to disagreement even among

human coders. It is important that this insight does not lead to capitulation in the face of complexity but, instead,

inspires better methods of automated analysis. Therefore, the combination of manual and automated content analysis

is suggested as the gold standard for identifying online risk [6]. Here, we do not consider LLMs-based CAs as pre-

trained classifiers for text annotation but rather as potentially useful co-labeling agents, which under the right settings

of frequent and nuanced interaction could support high-quality annotations with explanations. Such an approach if

feasible and successful, could allow for scalability in content analysis. Further, this can open doors to understanding

nuances that might be lost even by human coders, who also have limited world awareness and cognitive abilities.

3 DESIGN CONSIDERATIONS

We consider LLM-based CAs as promising co-annotation partners because they are systems enabled with the ability to

interact with the users using natural human dialogue [30] have shown promising results in text annotation tasks due to

their accuracy and adaptability (e.g., [1, 13, 15, 18, 36, 37]). The overarching question thatwe are interested in addressing

is ‘‘How can we design and implement a system that facilitates collaborative data annotation between researchers and

conversational agents?” We reflect on some of the potential challenges with the use of LLMs in contextualized and/or

sensitive online risk data annotation tasks and provide design considerations for building LLMs-based research tools

to effectively facilitate human-AI collaborative online risk data annotation.

• Interactivity: Interactivity is the heart of LLMs. Partially, interaction between humans and AI through LLMs

helps alleviate one of the major issues inherent to AI-based systems, transparency. To this end, “How can we

leverage interactive conversation between humans and AI to support highly nuanced contextualized online risk

data annotation tasks at scale?”

• Context-Awareness: LLMs work by tokenizing the texts into words and processing them [23]. Therefore, how

they understand risky interaction can differ from how humans do. The difference can be pertinent, especially for

online risk data as risk is highly subjective and nuanced. Therefore, understanding how LLMs process textual

data and make sense of information processed from textual data is a critical area for further exploration.

• Prompt Design: The responses generated by LLMs-based models are highly dependent on the prompts. There-

fore, the quality of prompts could be the foundation for effective human-AI collaboration for data annotation

tasks. Recently, various prompting tuning approaches have been proposed and examined to elicit responses that

3



CCAI 2024, May 12, 2024, Honolulu, HI, USA Jinkyung Park, Pamela Wisniewski, and Vivek Singh

are consistent and context-aware. Therefore, we ask “How can we design prompts that can best support highly

nuanced and contextualized online risk data annotation tasks?”

• Consistency: LLMs are known to provide inconsistent responses even with the same prompts given for the

same query, and the reasons why they generate inconsistent responses are still in a black box. One way to

increase consistency is through well-designed prompts given for specific tasks. Another option might be to

combine responses from multiple iterations to identify consistent trends in the output. The remaining question

here is “How can we design LLMs workflows to generate online risk labels with high consistency?”

• User Interface: There are potential features to maximize the benefit of LLMs-based online risk data annota-

tion tools by helping (e.g., features to feed interaction logs between researchers and AI into prompts). At the

same time, a complex user interface with advanced features may increase the burden for researchers to train

themselves to use the systems. Moreover, it can make the data annotation process lengthy and prone to er-

rors. Therefore, a streamlined user interface while providing a set of features to support effective human-AI

collaboration for online risk data annotation tasks is needed.

• Data Privacy and Security: When using LLMs to process online risk data, a primary concern for researchers

is data privacy and security. For instance, OpenAI’s policies explicitly stipulate that data submitted by users

through their API will not be used to train their models [22]. Yet, we acknowledge that the conversation logs

between researchers and AI can potentially be stored in the OpenAI API server for further usage. Therefore,

researchers should also consider building LLM-based data annotation tools with private servers so that the

training dataset is not shared via the web.

4 CONCLUSION

Our research interests align very well with the purposes of the LLMs as Research Tools workshop to identify ongoing

applications and challenges of using LLMs to work with data in HCI research. We anticipate learning more about

organizers’ and participants’ ground-breaking research ideas to reshape the HCI community’s methods for working

with data. In addition, participating in the workshop would be extremely beneficial for us to have a discourse on critical

and ethical perspectives of the application of LLMs in HCI research. While we have identified some of the design

condensations of LLM-based data annotation tools to support human-AI collaboration, we hope that participating in

the worship will help us address some of the remaining challenges and come up with additional design implications.

Finally attending the workshop will be a valuable opportunity to interact with and gain insights from organizers and

participants, which could potentially lead to future collaboration opportunities.
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