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Abstract 

Future online safety technologies should consider the 

privacy needs of adolescents (ages 13-17) and support 

their ability to self-regulate their online behaviors and 

navigate online risks. To do this, adolescent online 

safety researchers and practitioners must shift towards 

solutions that are more teen-centric by designing 

privacy-preserving online safety solutions for teens. In 

this paper, we discuss privacy challenges we have 

encountered in conducting adolescent online safety 

research. We discuss privacy concerns of teens in 

regard to sharing their private social media data with 

researchers and potentially taking part in a user study 

where they share some of this information with their 

parents. Our research emphasizes a need for more 

privacy-preserving interventions for teens. 
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Motivation and Background 

Internet and social media are present in the lives of 

teenagers more than ever; according to Pew Research, 
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92% of teens ages 13 to 17 go online daily, 73%  have 

access to mobile smartphones, and 71%  engage on 

more than one social media platform in the USA [6]. 

While staying connected via social media and 

smartphones has its own merits, it also intensifies 

online risks. As it is reported in Crimes against Children 

Research Center, 23% of youth have experienced 

unwanted exposure to Internet pornography, 11% have 

been victims of online harassment, and 9% report 

receiving unwanted sexual solicitations online [5]. 

For protecting teens online, past research aimed at 

increasing teens’ awareness of privacy with this 

assumption that adolescents take poor privacy 

decisions due to their lack of concerns [3]. This notion 

has resulted in online safety tools that allow parents to 

monitor and restrict their teen's online presence [9]. 

This privacy-invasive approach exacerbates the 

tensions between parents and teens [10]. Past 

literature shows that restrictive approaches have a 

suppressive effect and do not teach teens how to 

effectively protect themselves online [11]. Wisniewski 

et al. call for more teen-centric approaches than 

parent-centric approaches that consider teens’ needs as 

the primary stakeholders [9]. For instance, researchers 

found that online sexual interactions have become a 

normal part of adolescents’ lives, which they are 

seeking support online about how to address them [8]. 

This demonstrates that adolescents are seeking support 

beyond their families to receive support for their online 

interactions. 

Pinter et al. raise the concern that in the area of 

adolescent online safety, most research uses teens’ 

self-reported data which might not reflect the actual 

teens’ online behaviors [7]. As self-reported data are 

prone to different types of biases such as recall or 

social desirability biases [4], our aim is to go beyond 

self-reported data by investigating teens’ social media 

data. One of the reasons that current technical 

interventions are not helpful for teens and parents is 

that they do not take to account the context in which 

these online risky interactions occur. Therefore, we aim 

to take into consideration teens’ privacy and create 

solutions that situate the context based on their social 

media data in which these risks happen.  

Privacy Challenges for Research for 

Adolescent Online Safety  

We are in the process of conducting an NSF-funded 

research  project [12] to improve teens' online safety 

by using human-centered machine learning on their 

real social media data. We are using these methods to 

improve online risk detection algorithms which can be 

used in more privacy-preserving online safety systems. 

This project includes two phases. In the first phase, 

teens and young adults would answer questions about 

their online and personal experiences and will then be 

asked to upload their Instagram data to our website. 

Our aim is to understand the online risk perceptions of 

teens about their own social media data. This would be 

used to create a dataset. In the second phase, teens 

flag their Instagram private messages for risky 

encounters, and then participate in a discussion 

exercise with parents, based on these instances. 

In the first phase, we are trying to bridge the gap 

between qualitative and computational approaches. For 

developing fair and helpful machine learning 

algorithms, robust training datasets that are based on 

teens' actual social media are needed. The qualitative 

approaches will be used to create risk models of teens’ 
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online experiences to address their needs. Then the 

social media of the teen would be labeled on the 

riskiness of the information and this training dataset 

will be used for developing machine learning 

approaches. In the second phase, we want to 

understand different perceptions about online risks 

from parents and teens and help them reconcile these 

discrepancies. So, we can form a consensus about what 

risks are the most salient ones to address in our 

research. In the next section, we discuss the privacy 

challenges of doing this research project from an initial 

study with youth. 

Considering Privacy When Collecting Sensitive Data   

In order to gain insight into the privacy needs of teens 

regarding sharing and discussing sensitive data, we 

conducted semi-structured interviews with 10 

undergraduate students [1], who represent the unique 

perspective of “emerging adults” [2] that are past 

adolescence but not yet adults. We sought to have our 

participants provide their thoughts on how to best 

balance tensions with parents and teens when having 

conversations about sensitive social media messages, 

while also preserving the teen’s sense of privacy and 

control over their data. 

One of the biggest concerns shared by our participants 

was the need for privacy and protection of the social 

media data itself. Specific concerns included the 

inclusion of non-risky, personal interactions alongside 

the highlighted risky instances, and the privacy of their 

friends and others involved in their private messages. 

Additionally, participants wanted control over the data 

that was shared with parents for the purpose of 

discussion. They recommended selectively sharing data 

with parents, excluding intimate personal interactions, 

or anonymizing the messages. Another common 

suggestion was to have the parent-teen discussion 

based on social media data that was not their own.  

The key take-away from our findings was the need to 

ensure that teens have full agency over how their social 

media data is shared and used by researchers, 

especially when the study concerns messages of a 

sensitive nature. In terms of how researchers use the 

data, having explicit details in participants’ consent 

forms over how their data will be disseminated would 

help put them more at ease when deciding whether to 

consent to the study. Furthermore, to ensure that teens 

are not later harmed by sharing any of their data with 

us, we have obtained an NIH Certificate of 

Confidentiality [13], which protects their information 

from being shared with other parties without their 

express permission, including safeguarding it from 

being subpoenaed for legal purposes. 

To protect our participants when faced with the task of 

discussing their sensitive social media messages with 

parents, we make several provisions in the design of 

our study. First, we explicitly anonymize all other 

parties in private messages, besides the teen’s 

messages. Second, we give the teen control over which 

messages excerpts are shared with parents, 

additionally allowing them to anonymize their own 

messages if they so choose. Finally, in the case that 

teens are not at all comfortable with the idea of 

discussing their private messages with their parents, 

we allow them to share their social media data with the 

researchers and then opt out of the discussion-based 

exercise with their parents. 
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Conclusion  

We have identified some key challenges in balancing 

the tensions between online safety and privacy for 

teens and presented some solutions to overcome these 

challenges. For designing and developing more teen-

centric approaches, there is a need for more 

investigation on teens’ privacy perceptions while 

providing them safe online environments. It would be 

of a great benefit if privacy researchers would discuss 

these challenges ahead of teens’ online safety. The 

Privacy and Power workshop at CHI 2020 would provide 

a great venue to discuss the unique needs and 

challenges of privacy for vulnerable populations, and 

we hope to gain more insight about possible solutions 

on how to address these challenges.  
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