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Social service providers play a vital role in the developmental outcomes of underprivileged youth as they
transition into adulthood. Educators, mental health professionals, juvenile justice officers, and child welfare
caseworkers often have first-hand knowledge of the trials uniquely faced by these vulnerable youth and
are charged with mitigating harmful risks, such as mental health challenges, child abuse, drug use, and sex
trafficking. Yet, less is known about whether or how social service providers assess and mitigate the online risk
experiences of youth under their care. Therefore, as part of the National Science Foundation (NSF) I-Corps
program, we conducted interviews with 37 social service providers (SSPs) who work with underprivileged
youth to determine what (if any) online risks are most concerning to them given their role in youth protection,
how they assess or become aware of these online risk experiences, and whether they see value in the possibility
of using artificial intelligence (AI) as a potential solution for online risk detection. Overall, online sexual
risks (e.g., sexual grooming and abuse) and cyberbullying were the most salient concern across all social
service domains, especially when these experiences crossed the boundary between the digital and the physical
worlds. Yet, SSPs had to rely heavily on youth self-reports to know whether and when online risks occurred,
which required building a trusting relationship with youth; otherwise, SSPs became aware only after a formal
investigation had been launched. Therefore, most SSPs found value in the potential for using Al as an early
detection system and to monitor youth, but they were concerned that such a solution would not be feasible
due to a lack of resources to adequately respond to online incidences, access to the necessary digital trace data
(e.g., social media), context, and concerns about violating the trust relationships they built with youth. Thus,
such automated risk detection systems should be designed and deployed with caution, as their implementation
could cause youth to mistrust adults, thereby limiting the receipt of necessary guidance and support. We add
to the bodies of research on adolescent online safety and the benefits and challenges of leveraging algorithmic
systems in the public sector.
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1 INTRODUCTION

Social service providers (SSPs) are one of the most important and necessary stakeholders in
providing care services for underprivileged' youth [78]. Social work subsumes multiple professions
(e.g., juvenile justice officers, educators, mental health professionals, and child welfare caseworkers),
which promote the ideals of social justice, human rights, empowerment, and actively creating
structures to better the lives of people [66, 69]. Disadvantaged youth that lacks strong support
systems at home rely on SSPs to provide wrap-around services and supplemental support to
thrive [68]. These youth face numerous life challenges, such as drug addiction, violence, self-harm,
substance abuse, serious crimes, and mental health issues, which makes them more vulnerable than
privileged youth [59, 78]. Research has consistently confirmed that SSPs are critical to increasing
positive outcomes for underprivileged youth in terms of offline risks [33, 45, 57]. Meanwhile,
research on how SSPs serve to prevent and mitigate online risks of underprivileged youth is fairly
nascent [6, 26] and warrants further inquiry.

Researchers who have studied the online risk experiences of underprivileged youth often high-
light the severity of these risks and the lack of support and resources parents have for risk mitigation.
For instance, El Asam and Katz [26] found that youth who were more vulnerable offline (e.g., youth
experiencing family instability, who had disabilities or special education needs, or those with
significant mental health challenges) also experienced more high-risk experiences online. Badillo-
Urquiola et al. [7] surfaced the concerns of foster parents in mediating technology use in the
home to protect foster children from further abusive situations, including sex trafficking that was
facilitated through online communications. They found that foster parents felt unsupported by
SSPs, lacked the technological skills to manage technology in their homes, and thus were at a loss
for how to mitigate online risks. This often resorted to technology restriction as a means of risk
prevention. As such, the researchers called for more sociotechnical solutions to help foster parents
mediate the technology use, as well as more support mechanisms to help foster parents protect the
underprivileged youth in their care.

Due to their training and close daily interactions with many underprivileged youths, SSPs may
be more equipped, have a more nuanced view, and have better insights on how to prevent and
mitigate online risks than many parents. On the other hand, numerous studies [43, 55] have also
highlighted the significant lack of resources within the public sector to be able to consistently
provide the needed social services underprivileged youth require to achieve positive outcomes.
Abaquita [1] interviewed child welfare caseworkers and found that they faced their own challenges
trying to manage the online safety of foster youth. For example, case managers do not receive the
appropriate training to properly help youth mediate online risks, and they are overburdened with
large caseloads and other tasks to the extent that online safety is not prioritized. As such, researchers
in the SIGCHI community [29, 80] have begun to study whether leveraging algorithmic decision
support systems could potentially bolster social services provided within the public sector. Most
relevant to the current work, Saxena et al. [79, 80] found that the child welfare system frequently
deploys algorithmic decision-support systems to assess offline risk outcomes (e.g., mental health

iterature has used deficit-based labels such as “at-risk” [27, 68, 75] to describe youth who are “considered to be “at-risk” of
failing to make the transition to adulthood successfully” [84]. Such labels tend to negatively describe the youth as opposed to
focusing on the challenges faced by the population [59]. Therefore, we chose instead to describe youth as “underprivileged”
rather than “at-risk” to emphasize their lack of ecological systems of support as opposed to their proclivity towards risks.
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challenges, sex trafficking risks) of foster youth, so that caseworkers can proactively mitigate risk
outcomes and support the needs of the children placed in the child welfare system. They found
that while some of these algorithmic decision support systems reduced caseworker burden and
improved youth outcomes, others inhibited caseworkers’ ability to leverage their expertise in doing
what was in the best interest of the child. Therefore, they concluded that more human-centered
approaches are needed to clearly identify the benefits and drawbacks of how artificial intelligence
(AI) systems should (or should not) be deployed in high-stakes decisions affecting the lives of youth.

Algorithmic risk detection has been leveraged across multiple public domains, including law
enforcement [63], mental health [41, 48], education [42], and child welfare [32]. Yet, the deployment
of such systems, if not done carefully, could lead to unintended consequences and harm, particularly
to vulnerable populations, such as systems that have unintentionally committed privacy violations
[58, 85] and propagated racial discrimination [37]. As such, this work is the first to interrogate the
idea of leveraging Al risk detection as a means to help SSPs identify and mitigate the online risk
experiences of underprivileged youth. First, however, we set out to identify the challenges and
currents ways in which SSPs tackle the problem of online risks, which leads us to the framing of
our high-level research questions:

e RQ1: What online risks do social service providers of underprivileged youth find most concerning
in terms of the positive youth outcomes they are trying to achieve?

e RQ2: What are the current ways in which youth social service providers become aware of such
online risks?

o RQ3: According to the social service providers, what would be the advantages and disadvantages
of an automated risk detection system that notified providers of online risks encountered by the
youth they serve?

To answer these research questions, we conducted 37 semi-structured interviews with SSPs of
underprivileged youth. These interviews were conducted as part of the National Science Foundation
(NSF) I-Corps program [56], which is designed to train researchers on how to conduct customer
discovery to bring cutting-edge technologies to market. Therefore, while the initial purpose of the
interviews was to find a viable business model for deploying human-centered Al risk detection for
youth online safety (RQ3), the primary focus of this research (RQ1 & RQ2) was first on understanding
SSPs as stakeholders in the space of online safety for underprivileged youth, then to identify the
benefits and disadvantages of leveraging Al risk detection in this context.

Overall, we found that across all SSP groups, sexual risks and cyberbullying were the most
prevalent online risks to which underprivileged youth were exposed. SSPs found out about these
incidents primarily through youth self-reports via direct questioning in conversations with youth
but also through formal risk-assessment tools, such as surveys and questionnaires. In the absence
of good relationships with SSPs, youth often did not report these incidents, which when missed,
exposed the youth to potentially harmful offline dangers, such as human trafficking, molestation,
self-harm, suicide, and/or substance abuse. SSPs thought the prospect of using technology as a
means to detect online risks in a more timely fashion would be helpful since it would allow them
to enact interventions sooner. However, they had concerns regarding the ability of such solutions
to gain access to the data necessary to make well-informed decisions about youth circumstances,
the liability they may face when using such solutions, and the resource constraints they currently
have that might limit their ability to respond to incidents once recognized. The contributions of
our study are thus as follows:

e An in-depth understanding of how SSPs currently identify online risk experiences that are
concerning to the safety of underprivileged youth under their care.
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o A comparison across different types of SSPs as to how risk awareness and mitigation strategies
varied based on their unique job roles.

o A better understanding of the role Al risk detection may play in helping SSPs mitigate online
risks, as well as potential pitfalls. We provide implications for the future design of automated risk
detection systems based on the unique perspective of SSPs who work directly with underprivileged
youth.

The key contribution of this work is in highlighting the sociotechnical problems related to SSP
awareness and digital literacy in mitigating the online risks faced by underprivileged youth. Further,
our work is the first to take a human-centered approach to understanding whether SSPs see potential
in the use of artificial intelligence (AI) and algorithmic decision support for automated detection
and/or mitigation of online risks. Taking into account the perspectives of SSPs is important as they
are often the first line of defense in protecting the safety and well-being of underprivileged youth -
both online and offline.

2 RELATED WORK

The sections below situate our research by positioning SSPs as integral players within underprivi-
leged youths’ socio-ecological systems of support and who are directly and/or tangentially charged
with ensuring their online safety.

2.1 The Role of Social Service Providers in Protecting Underprivileged Youth

SSPs are either directly or indirectly connected with underprivileged youth, including youth from
low-income households, homeless youth, foster care youth, and teen moms [5]. As such, SSPs are
considered to be part of the third-level support (i.e., Exosystem) of Bronfenbrenner’s five ecological
system framework, which outlines social systems that have an impact on a child’s development
[18]. Previous literature highlights how underprivileged youth require support from many of the
services offered by different social service providers [57]. SSPs may include, but are not limited to,
law enforcement officers, mental health professionals, and child welfare caseworkers [14, 47, 50, 55].
The research presented acknowledges that underprivileged youth have challenges that can be
addressed by SSPs. This research has shown patterns between social service needs and service use,
in that unmet service needs and/or prior service involvement bear some influence on youth’s entry
and prolonged involvement with the juvenile justice system [57]. This is backed up by findings
that show that relationships between child welfare caseworkers or mental health service providers
and underprivileged youth are associated with more positive youth outcomes [45]. A recent study
surveyed a large group of underprivileged adolescents aged 12-17 years and discovered that youth
that engaged in two or more service systems (child welfare, juvenile justice, additional education,
mental health) showed an increase in youth resilience and better well-being outcomes [78]. In
this regard, youth resilience is not an outcome of the individual alone but involves the help of
multiple positive service settings, resilience helps youth to cope with risk themselves, hence they
can achieve better outcomes [34]. It is therefore essential to identify the SSPs concerns as it relates
to underprivileged youth and the risks they encounter both offline and online. Our research adds
to this body of knowledge by focusing on the online risk experiences of underprivileged youth
through the lens of SSPs.

2.2 Underprivileged Youth and Online Safety

Most youths are heavy consumers of technology and social media. While social media platforms
provide youth with benefits such as social connections, learning, and creativity [4, 76], they also
expose youth to online risks, such as cyberbullying [12, 60, 83], sexual risks, and exposure to
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inappropriate material [8, 36, 73]. An increasing amount of literature has expanded on the negative
consequences of social media on youth, such as mental health issues, self-harm, and suicidal
tendencies [13, 28, 52]. To date, most of this literature has focused primarily on online safety
for general adolescent populations [35, 38, 71, 94] with a focus on parental mediation of online
risks [54, 82] and the first-hand risk experiences of youth themselves [21, 95]. Thus, the focus
has primarily been at the microsystem level of Bronfenbrenner’s ecological framework. Yet, many
underprivileged youths lack strong microsystems of social support and must rely instead on SSPs
to help them with these unmet needs [45, 57]. While prior work has confirmed that underprivileged
youth are more vulnerable to online risk and harm [26, 90] than their counterparts, less work
has examined the role of SSPs in identifying and mitigating these risks. We aim to fill this gap by
identifying what SSPs consider the most concerning online risks for underprivileged teens (RQ1)
and how they identify those risks (RQ2). In the next section, we move towards the potential for
using Al for the automated detection of online risks.

Past research provides invaluable insights and a broad overview of the current state of the online
safety literature regarding underprivileged teens. For instance, previous work has shown that foster
youth are at higher risk for offline risks, such as mental health, self-harm, and suicidal ideation,
and a majority of these offline risks are directly or indirectly influenced by the online encounter of
risks [6]. Good et. al [34] interviewed 25 service providers from youth in residential treatment to
understand digital media use effects on highly vulnerable populations. They found that youths in
residential treatment have varying degrees of online behavior issues related to impulse control,
judgment, boundaries, and self-esteem, which can increase both online and offline risk [34]. This is
backed up by findings that show that underprivileged teens are likely to experience a higher level
of online risk with greater impact due to their vulnerable situations and may lack parental guidance
on staying safe in online or offline life thereby feeling isolated and motivated to find compensatory
friends/relationships online [26, 53]. SSPs can instead fill that void and are motivated towards
improving youth outcomes as studies that investigated online risks faced by underprivileged youth
in foster care have shown [10].

2.3 Towards Automated Risk Assessment to Protect Underprivileged Youth

Since SSPs are often under-resourced, governments and non-organizations have increasingly turned
to automated tools for algorithmic decision support [75]. These tools include different forms of risk
assessments, such as those used in the domain of child welfare to help in child placement, referral
processes, reducing workload [24, 32], and increasing efficiency [87]. Efficiency in this context
is gained through automation and embedding machine learning algorithms in Decision Support
Systems (DSS). Being able to move resources to areas of high need for underprivileged youth
necessitates identifying or predicting the risk factors that they face which is especially important
when the resources given to youth social service providers are constrained [75]. However, there
are debates surrounding the use of algorithmic decisions in place of the caseworkers with the
argument being made that caseworkers would be more contextual since they would know more
about the circumstances of the specific cases under scrutiny [44, 79]. In recent years there has been
a push towards having more transparent algorithmic processes and explainable Al even in the
Child Welfare context as exemplified in [80]. It has also been suggested that major stakeholders in
the Child Welfare DSSs such as investigators, researchers, designers, and public service agencies,
engage in participatory design to produce more socially acceptable systems [81]. To do this in
the context of automated detection of online risks for underprivileged youth, we engaged directly
with SSPs regarding their role in youth protection as it relates to online risks. It is imperative to
examine the views of SSPs in this context. Of particular interest are the online risks they view as
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most salient in the execution of their roles, as well as how they identify and mitigate these online
risks to promote positive outcomes for the underprivileged youth they serve.

3 METHODS

In this section, we provide an overview of our study, detailing our process for data collection, data
analysis, and participant recruitment.

3.1 Study Overview

We conducted 37 semi-structured interviews with SSPs over a two-year period from July 2019 to
August 2021 in the United States. We undertook this work as part of a larger project sponsored
by the National Science Foundation (NSF), which gave us the opportunity to partake in the NSF
Innovation Corps (I-Corps™) program [56]. The NSF I-Corp program provides researchers with the
training and tools necessary to become entrepreneurs by supporting customer discovery toward
commercialization. One of the requirements of the process was to interview individuals who are
subject matter experts in the researchers’ area of interest (i.e., adolescent online safety and risks) to
determine what the current needs are in the domain and how those needs could be best addressed.
As part of the NSF grant itself, the over-arching goal was to produce a viable commercial product
based on the core research aims. Further, we were tasked with identifying a customer base for
such products. As such, SSPs were only one subset of potential users (i.e., customers) that were
interviewed as part of the I-Corps program. We conducted interviews with other stakeholders, such
as social media companies, parental control companies, online safety educators, and researchers.
However, those interviews were held outside of the scope of the current paper as they had different
needs and faced challenges that SSPs who served underprivileged youth. Also, this is why a subset
of the interview questions focused on understanding the role technology, particularly algorithms
trained to detect online risk behaviors and experiences of adolescents, may play in the job roles of
key stakeholders in the space of adolescent online safety, in this case, SSPs.

3.2 Semi-Structured Interview Design

We used a semi-structured interview method to elicit context-rich responses from SSP participants.
Interview questions were chosen to understand the participants’ interaction with underprivileged
youth, what metrics they used to track youth outcomes, and the role technology played in these
youth outcomes. There were four main parts to the semi-structured interviews. First, we asked
general background questions to understand the occupational role of SSPs and the youth populations
in which they engaged. We then asked questions related to the online risks they felt were most
relevant and concerning for their role in youth protection. We also included questions on the use
of technology to identify online risk experiences among underprivileged youth. This section was
introduced with a high-level description of a technology capable of showing the participant the
online risks experienced by particular youth was described. Questions included examples of online
risk experiences of youth they worked with, how they became aware of such risks, and the current
approaches for risk mitigation. Next, we introduced the idea of using automated tools for online
risk detection. The description given to participants was kept simple to limit any bias related to
how the researchers thought the technology should operate and also to limit jargon. We described
the scenario of a web-based dashboard, where SSPs could review risk-flagged data from youths’
social media accounts. No technology jargon or technical operation specifics were used by the
interviewer unless asked for clarification. For example, participants often asked how the system
would gain access to such information. The researcher would offer possible solutions, such as the
youth or their legal guardians providing the necessary account information for authentication.
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We asked SSPs to consider the potential benefits, drawbacks, and design considerations for such a
system. The semi-structured interview questions are included in Appendix A.

3.3 Participant Recruitment and Procedure

We recruited SSPs living in the United States that were 18 years of age or older and had previously
or were currently working with youth between 13 to 17 years old. We used non-probabilistic
purposive sampling to recruit participants [51, 86]. Purposive sampling is a widely used and
accepted technique employed for participant inclusion in which researchers select participants
due to the knowledge they have on the topic of interest [86]. To reach our target population, we
used three different approaches: 1) advertisements were placed on social media via the researcher’s
social media accounts on Facebook, Instagram, LinkedIn, and Twitter, 2) cold calls using phone
numbers from online searches for SSPs such as "Youth Social Service Providers in [City]", and 3)
through word-of-mouth propagated through the researchers’ online and offline social networks.

Before starting each interview, participants were provided an IRB approved explanation of the
research and given the option to withdraw from the study (but continue with the interview for
I-Corps purposes) if desired. Out of the 37 interviews, 13 were conducted in person. The remaining
24 interviews were conducted online using Zoom video conferencing to accommodate for COVID
restrictions. Each interview was approximately 30 minutes to an hour and a half. Two interviewers
were present in most of the interviews with one designated as the interview lead with the other
taking notes. At the beginning of the interview session, all participants were asked for consent to
audio and/or video record the interview session. Due to the constraints of the I-Corps program,
participants were thanked for their time but not given a monetary incentive.

We had a wide variety of SSPs, including Juvenile Justice and Law Enforcement Officers, Educators
(including Teachers, Researchers, and participants whose primary focus is training), Mental Health
Professionals, and Child Welfare Workers. We used the following definitions to categorize the types
of underprivileged youth’s social service providers:

o Judicial System (N=11): Law enforcement, or works with juvenile offenders to decrease the rate
of recidivism.

e Education (N=10): Works with youth within an educational setting or trains people to encourage
risk prevention and academic researcher who works with teen and online risk.

e Mental Health (N=9): Provide psychiatric treatment and prevention, either through behavioral
therapy or medication, directly to teenagers.

o Child Welfare (N=7): Child welfare and nonprofit organizations provide policy guidelines for
community building, outreach, problem analysis, and rectification.

SSPs also held different roles within their organizations from ground-level social service support to
director-level/managerial roles. Participant characteristics are included in Appendix B.

In drawing from such a diverse group of SSPs who work with youth, our goal was to obtain a
more holistic view of issues affecting underprivileged youth at varying stages in their development
and interaction with the social structures which provide them with support and direction [18].

3.4 Data Analysis Approach

In-person interviews were audio-recorded, while Zoom interviews were audio and video recorded
and transcribed using live transcription in Zoom. Two research assistants watched each video
and/or listened to the audio recordings to correct the transcriptions for errors. For qualitative
analyses, we followed the thematic analysis process as described by Braun et al. [17]. Based on
their familiarity with the data from conducting the interviews, the first and last authors worked
together to identify the key dimensions for which to code the data, an initial codebook of emergent
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codes, and formulated the formal research questions to frame the analysis. To answer our research
questions, the interviews were first coded for the types of online risks youth encounter and are
perceived to be the most concerning by the SSPs (RQ1). Then, they were coded for how these online
risks were discovered by the SSPs and the limitations that exist with these approaches (RQz2). Finally,
the transcripts were coded for the benefits and limitations of an automatic online risk discovery
technology (RQ3). The interview transcripts were evenly divided and coded interdependently (i.e.,
through constant consultation with one another via Skype) by the first three authors based on
the initial codebook, but we allowed for new codes to emerge during this process. All new codes
were agreed upon and discussed among all authors. After initial coding was completed for each
RO, the coders presented their initial results to the last two authors for feedback, discussion, and
iteration. At this time, codes were clarified, merged, changed as needed, and organized into themes.
Conflicts between coders were resolved through consensus building. Tables 1, 2, and 3 present the
final themes aligned with our three over-arching research questions. In our results which follow,
illustrative quotes from participants are used to describe the findings and each quote is identified
by the participant’s unique ID (P=Participant) followed by SSP type (e.g., PX, Education).

4 RESULTS

In the following sections, we present our findings. First, we present the themes found across all
SSPs related to the online risks youth experience (RQ1), and how SSPs found out about these
situations (RQ2). Finally, we present the benefits and limitations of using automated risk detection
technologies for these situations (RQ3).

4.1 Most Salient Online Risks (RQ1)

Our results indicate there are three major types of risks among youth that all the SSPs found to
be concerning: sexual predation/pornography-related risks, cyberbullying, and internet addiction.
Yet, the manner in which the different SSPs discussed these risks was markedly different. These
differences mostly resulted from the SSPs focusing on different success outcomes and goals related
to their job duties. In this section, we discuss the risks SSPs found most concerning in relation to
the positive youth outcomes they try to achieve.

4.1.1  Underprivileged Youth are Frequently Exposed to Sexual Predation and Subjects of Child
Pornography. Overall, 68% (N=25/37) of SSPs stated that sexual predation and pornography-related
risks are the most salient among their youth. Many of the stories reported by SSPs were about
youth being coerced by online adult predators to engage in sexual activities. However, SSPs also
raised concerns about youth engaging in pornography by sharing intimate photographs or videos
of themselves with people they think are trustworthy who in turn share that media with others.
Among each of the SSPs groups, 71% of child welfare workers, 70% of educators, 67% of mental
health professionals, and 64% of juvenile justice officers reported on sexual-related risks. Yet, each
of these providers focused on different concerns.

Child welfare workers mostly focused on human trafficking concerns. They said the youth they
interact with tend to already have histories of involvement in sex trafficking or histories of trauma
that make them more susceptible to these sexual risks.

“I think our kids are already really vulnerable. So if someone friends them on Facebook, or Instagram

or whatever, and is promising them these things, they can easily coerce them into getting or doing
something.” - P24, Child Welfare - Youth Engagement Services
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RQ Theme Definition Quote
RQ1: Most Youth exposed to sexual ~ Taking advantage of “Part of the biggest concern for
Salient predation and children by sexual parents that we have is contacting
Online pornography coercion, grooming, or predators it’s probably number one
Risks any other sexual act, as number two is exposure to things
well as online exposure to  that you know that they’re not re-
illicit media (pornography) ally ready to see...”
and/or sharing ("sexting")
of indecent messages and
films to other children or
strangers. Sexual
solicitation can arise when
people post too much
personal data on social
media sites.
Cyberbullying impacts Through targeting “..we actually had a youth that
youth mental health vulnerable youth or was being cyberbullied, and that im-

making threats online, has
a significant impact on
psychological well-being.

pacted their mental health, quite
negatively and that child committed
suicide...”

Internet addiction inhibits
youths ability to develop
relationships

Internet addiction (mobile,
online gaming, social
media) and/or
participation in online
trends encourages youths
to engage in social media
disputes, physical fights,
gang allusions, and other
forms of violence. On
social media, kids
download and utilize
copyright content, i.e.
piracy, and promote drug
use, photos with weapons,
money, and gang
recruiting.

“T would say addiction. Because it
doesn’t matter if it’s online gam-
ing or cyberbullying, or on Pinter-
est or whatever the media platform
is, they have disengaged completely
from reality and each other and
that’s a problem because commu-
nication is almost breaking down”

Educators and mental health providers tended to share stories about youth engaging with other
youth in sexting or pornography. A lot of these stories tended to be about romantic interactions,
that is, interactions between boyfriends and girlfriends. However, there were also accounts of these
experiences occurring between friends and peers as well.

“I am getting more and more calls with parents who say my seven-year-old was playing with her
friend who was seven, they had their iPads, and I walked in, and they were watching porn on accident,
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Table 2. Emerging themes for RQ2

RQ Theme Definition Quote

RQ2: Risk Relationship with youth ~ Having direct contact with  “..That’s the end goal, like building
Discovery most important youth, such as through those relationships but it’s never an
Approach direct conversation or explicit part of what we like around
purposefully building a our programming....most of the time
connection, discloses when you find out the teens are ex-
online risk. periencing some kind risks online
is because it’s through the relation-

ships you’ve built.”
Formal investigations Risk is discovered when ~ “The officer will then turn the phone
uncovering risk incidents  law enforcement conducts into the digital forensics lab and
investigations. then turn in some type of consent

form or a search warrant for the
phone and then we will use different
tools to conduct what’s called an in-
struction on the phone so it’s when
we’re actually pulling that data out
of the phone.”
Risk assessment tools Online risk was “Through the assessments. With the
uncovering risk incidents ~ discovered through a tool  open cases, we do a clinical assess-
(e.g. Questionnaire) that ~ ment, and we have sections on as-
asses risks, taken either by ~ sessing for risk”

both victims or guardians
or just the victims.

or their friend told them or someone else told them.” - P4, Mental Health - Therapist

Educators felt that these risks are a result of youth having easy access to technologies in which
pornography can be shared. For example, educators stated that students use school computers and
tablets to do classwork and homework. These devices typically have programs like Dropbox where
students can store, share, and access files online. Educators said students take advantage of these
platforms as ways to share pornography:

“Students were using Dropbox as a way to basically share pornographic material of students so girls
would take pictures they would send to boyfriends, boyfriends were uploading into the Dropbox and
then sharing it around.” - P37, Education - School Administrator

Even though juvenile justice officers also talked about youth sharing intimate sexual related
content online, they mostly focused on the risks of these behaviors becoming criminal offenses
such as child exploitation, pornography, and the online solicitation of minors for sexual acts. They
emphasized sexual predation and pornography experiences between youth and adults.
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Table 3. Emerging themes for RQ3

RQ Theme Definition Quote
RQ3a: Monitor youth online Technology can “..you have it connected to your
Technol-  experience automatically provide phone or your computer, so that
ogy metrics to SSP, Parent, or ~ when certain things come up so
Benefits Guardian. you can kind of put a range of
things that you want your attention
brought to you. So there are a lot
of curse words or sexual words or
search histories and things like that
it can send alert.”
Early discovery of Technology can be used to ~ “..we can’t control what they do out-
potential youth issues find out about potential ~ side of it as much as we can inside
challenges facing youth the school, but if we’re at least aware
sooner of it, we can know that that’s some-
thing we need to work towards and
be aware of”
Better resource Technology can be used to  “.it would be helpful if  was getting
management help SSP filter and the cyber tip like... You know user-
prioritize cases name unicorn123 is whatever per-
centage more susceptible you know
to be bullied online or sexually ex-
ploited, then, that would be just
more helpful for me to try to deter-
mine which cases are more of a pri-
ority.”
RQ3b: Lack of nuanced Inability of technology to ‘T think in that respect, every risk
Limita- contextuality make contextual tool, or every tool that’s needed,
tions of determinations about needs to be looked at with worth
Technol- youth circumstance as taking into consideration that each
ogy would a human person is an individual, and it’s not
Use going to be the exact same that you

can’t use that as the end all be all.”

Inability to access the

necessary data

Solution providers don’t
get access to the data they
need to provide quality
products

‘I think the first barrier that comes
to mind is privacy.”

Liability and increased

complexity of duties
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SSPs already have too
much to deal with and
don’t have room for
assessing online risk

“I think one of the potential liabil-
ities is let’s say that we were us-
ing this tool,... It could potentially
put us in a really bad spot because
if we weren’t monitoring it close
enough, ... Potentially, we could be
liable because when we are part of
our charges, if we’re going to as-
sess for something, or if we’re going
to screen or we’re going to monitor
somethi%hfhen we have a dugyzto

023.
respond to it.
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“One of the things that we tend to see the most when it comes to juveniles is sending images of
themselves... We do a lot of time looking for people that they’ve sent these pictures to or communi-
cation that they’re having with usually older people.” - P33, Juvenile Justice - Law Enforcement Officer

Child welfare workers and juvenile justice officers are similar in the concept of sexual risk as
they mostly dealt with online sex predation or criminal offenses where youths were the victims of
sex trafficking and child pornography. It is related to the success outcome they want to achieve
which are reducing recidivism and reducing truancy. When they discover abstinence of any youth,
they will investigate to find out if that youth is missing or became the victim of sex trafficking. Both
educators and mental health providers directly interact with youth in their daily job. Educators
focus on teaching youth knowledge and skills pertaining to their personal development. Likewise,
mental health providers support youth in achieving mental health stability.

Participants in all SSP groups identified youth online sexual exposure as being associated with
other offline and online risks such as increased sexual activity, increasingly risky behavior (e.g.
meeting strangers in person for sex), becoming reclusive, the possibility of human trafficking, and
prostitution.

“...kids that are starting to engage in high risk sexual activity online, to kids who are engaged
in really high risk behaviors talking to videos, so you know sexually explicit videos, photographs,
attempting to meet our meeting with adults online for sex, and actually what it is to be sexually abused
by adults, to trafficking.” - P34, Education Advocacy Services

Concern was also expressed by participants about how the online sexual practices of youth led
to cases of cyberbullying, which at times had extremely negative outcomes. This online risk is
discussed in the next section.

4.1.2  Cyberbullying Impacts Youth Mental Health. Another prevalent risk among the youth that
42% of SSPs (N=15/37) reported was cyberbullying. This was shared among 56% of mental health
providers, 45% of juvenile justice officers, 30% of educators, and 29% of child welfare workers.
Participants tended to focus more on the effects of cyberbullying than they did on the reasons why
it happened. Those who addressed the reasons elaborated that it stemmed from negative influences
in the life of youth, from the perspective of both the bully and victim. In the case of the bully, their
involvement in peer pressure groups such as gangs and online groups which encourage or egg on
negative behavior came to the fore. Peer pressure, reward, and/or clout, were put forth as reasons
bullies direct their attacks on victims. From the perspective of youth victims, the inability to escape
from online attackers and females being involved with abusive partners or exes was presented as
the reasons behind cyberbullying.

“Drug use. Gang involvement. Negative peer influences. Group fights. Group instigations. Cyberbul-
lying.” - P11, Juvenile Justice - Probation Officer

Generally, participants shared stories about peer pressure leading to cyberbullying. These online
behaviors and risks often led to offline consequences such as mental health issues, injuries through

self-harm, and suicide.

“...we actually had a youth that was being cyberbullied, and that, unfortunately, impacted their
mental health, quite negatively... COVID hits, there was more of an in home online environments, and
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cyberbullying took place, and that child committed suicide...” - P15, Child Welfare - Child and Family
Services

When mental health professionals spoke of cyberbullying, they spoke more about its effects on
youth based on interactions between the youth, their families, and the professionals. The effects of
cyberbullying they mentioned were signs of depression and anxiety in youth who are targeted.
They also mentioned threats being made through digital mediums, and fights being recorded for
social media upload.

For educators, they discussed the inability of youth to escape cyberbullying due to the persistent
nature of online media and ubiquitous online access. Peer pressure through the consumption of
social media which sets unrealistic lifestyle demands in youth leading to negative views of self was
also mentioned. The interplay between peer pressure and cyberbullying was discussed when SSPs
shared instances where youth started fights online, met in person to record themselves fighting
offline, and then posted it on social media sites. Concern about the impact cyberbullying has on
youth well-being and increased suicide rates was the underlying theme.

“...  know that kids at certain schools will have like these school themed pages where they basically
put up like, really harsh photos and information about kids at that school and it becomes like this, like
focal point for a lot of these kids on social media...” - P19, Education - Language Arts Teacher

Juvenile justice officers often talked about cyberbullying risks with offline risks or consequences.
For instance, suicide was mentioned in conjunction with cyberbullying, and law enforcement offi-
cers stated that these were highly requested to speak on these topics by parents and concern groups.
They also often linked consistent online peer pressure with the concept of cyberbullying. The
concept of cancel culture being used in peer pressure to an extent that it is linked to cyberbullying
was also a concept raised by law enforcement officers.

“Cyberbullying is something that we see quite a bit. And it’s cyberbullying, but it’s also this. I want
to say it, like, you know, one kid who’s kind of egging people on, so to speak.” - P2, Juvenile Justice -
Prevention and Intervention

In speaking about cyberbullying, child welfare officers discussed it effects on youth in the form
of truancy. They stated that youth tried to avoid online bullies in real life even if that meant not
going to school, which the child welfare officer would eventually find out. This SSP group also
raised concern about the toxic banter used in gaming culture, which in some cases is seen as closer
to harassment to those on the receiving end of the comments.

“I'm engaging in online activity, like late into the night, and I can’t get up early, or, like something
like that, like, there’s a cyberbully, you know, I'm afraid of someone because of online interaction I've
had.” - P3, Child Welfare - Children, Youth and Family

Each SSP group therefore identified cyberbullying as a major problem and highlighted the
negative and often extremely harmful offline consequences that result from its prevalence.

4.1.3 Internet Addiction Inhibits Youths Ability to Develop Relationships. The other prominent
risk among 24% (N=9/37) of the SSPs was internet addiction. It was identified as a risk by 33%
of mental health professionals, 29% of child welfare workers, 27% of juvenile justice officers, and
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10% of educators. This risk often manifested itself as staying up late (past bedtime) using online
applications. Internet addition not only affected school attendance, according to the SSPs, but it
also deteriorates the communication and interactions youth have with one another. Child welfare
officers and educators both spoke of youth becoming anti-social or otherwise detached from com-
municating in real life, instead opting for digital forms of communication with peers. This was said
to be associated with depression in youth and truancy.

“Yeah, I would say addiction. ...they have disengaged completely from reality and each other and
that’s a problem because communication is almost breaking down” - P13, Child Welfare

Taking a closer look at the specific roles that mentioned this type of youth behavior, juvenile
justice officers explained that the youth exhibited non-compliance with program requirements or
court orders regarding restricted mobile app usage. The concern raised was that youth would often
use a device owned by someone else or choose harsher punishments such as going to jail rather
than complying.

“...if I say give me your phone, I'm confiscating that, no matter if they’re going to jail for two years,
in that point in time they will take the two years in jail, they’re not giving up their phone.” - P11,
Juvenile Justice - Probation Officer

Mental health providers shared concerns about the internet being the only place youth have
learned to connect with people, and where that could possibly lead with respect to their mental
health. In this way, youth are seen as developing a dependency on social constructs form through
internet usage thereby having problems interacting in with people in the physical world. In speak-
ing about addictive internet usage, mental health SSPs also shared the issue of youth developing
behavioral issues due to conflicts with guardians over spending too much time online (such as with
gaming or social media use). SSPs here also mentioned that youth also purposely put themselves
in danger for online “likes” or “clout”. One example shared was that some youth try to get “Baker
Acted” [62] by being purposely institutionalized and streaming their experience online for views.

“They’re doing it [purposefully], because they want to get like seen, and some clout and things like
that.” - P20, Mental Health - Therapist

In this way, while SSPs identified several different risks affecting youth, sexual risk and cyber-
bullying were identified as the most concerning online risks the youth face. In the next section, we
discuss how these risks are discovered by the SSPs.

4.2 The Often Haphazard Discovery of Online Risks (RQ2)

We also asked SSPs to share the ways they identify when youth have been exposed to online
risks. Overall, the SSPs discovered risks through youth self-reports, formal investigations, and risk
assessments. However, we found that there is no consistency in methods. This results in SSPs’
inability to properly safeguard their clients. We discuss these findings further next.

4.2.1 SSPs Rely Heavily on Youth Self-reports. Overall, self-reports were the most common way
SSPs (51%) found out about youth’s online risk experiences. Self-reports were described as instances
in which the youth disclosed the risk experience directly to the provider. It was the primary method
for educators (60%) and child welfare workers (57%). Yet it was still prominent among mental health
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providers (44%) and juvenile justice officers (45%).

Educators used their relationship with youth to observe their online interaction in classroom
settings directly or through the use of school-owned technology (online conferencing software,
information technology security software). They also used their relationships that have been built
over time to overcome barriers of discourse.

“...most of the time when you find out the teens are experiencing some kind risks online is because
it’s through the relationships you [have] built.” - P10, Education - Public Library Administrator

Child welfare SSPs talked about befriending youth on social media apps thereby being exposed
to their online life and learning about areas that could impact youth negatively. Youth being com-
fortable with the SSPs such that they speak openly about their experiences was also mentioned.

“...kids kind of just like, let that information out. It’s not like a huge secret because it’s almost like
it’s nothing to them like it’s just everyday stuff.” - P24, Child Welfare - Youth Engagement Services

Youth self-reports to mental health professionals occurred mainly in discussions with youth
during therapy sessions. Mental health professionals intentionally formed relationships with youth
in which they gained their trust thereby laying the foundation necessary for the youth to feel
comfortable enough to disclose when they experienced risks.

“.. one of the biggest things that we do is to spend a lot of time engaging with the child to really
build the rapport in that relationship with the child to help put them at ease. ...but the biggest pieces
that we spend a lot of time just engaging with them, just talking getting to know them, and really
listening to the child.” - P20, Mental Health - Therapist

When speaking of youth self-reports, juvenile justice officers elaborate on youth disclosing
information about their activities or experiences on social media platforms in the form of posts. In
some cases, it was stated that youth portray themselves differently online than they do in person to
the officers. In other instances, juvenile justice officers stated that teachers, parents, and guardians
having good relationships with youth such that they could speak to them about changes in behavior
or new acquaintances they had, allowed for the uncovering of risk exposures.

“But the kids will come in and present one way with us and then you find a different persona online
because you see the pictures to prove it; gang signs, weapons, like he said, peers.” - P2, Juvenile Justice
- Prevention and Intervention

A major limitation to this discovery method, however, is distrust. This arose as the major risk
discover in the educator (100%), mental health (66.67%), and child welfare (50%) SSP groups, and as
the second highest risk discovery limitation in the juvenile justice SSP group. It also dominated
the entire risk discovery limitations space capturing 48% of the total limitations identified. Mental
health SSPs said that youth withhold information from adults for fear of being punished or upsetting
their parents/guardians. They also stated that youth at times provide inaccurate or misleading
information for the same reason. Youth not being comfortable enough or feeling safe enough to
share their experience with adults was the underpinning theme that arose from the three SSP
groups for which lack of trust was the major discovery limitation and was the major discovery
limitation theme found within the educator and child welfare groups. Juvenile justice SSPs focused
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more on the actions that youth take to cover up their deeds such as deleting applications from
their mobile phones or borrowing devices from friends to use instead in attempts to circumvent
judicial restrictions. This SSP grouping also identified youth withholding information due to fear
of repercussions as the major contributor to risk discovery.

“I'm relying on the report of someone who may be providing me limited information. Maybe provid-
ing inaccurate information may account for varying reasons. So I may not really know, the level of risk
that they’re experiencing due to those limitations.” - P17, Mental Health - Youth and Family Counselor

Overall, providers felt that having a close and trustful relationship with the youth allowed the
youth to self-disclose risk experiences and find help from the provider.

4.2.2 Toserve and protect: formal investigations uncover risk. Formal investigations were the primary
method by juvenile justice officers (72%) to discover online risk experiences of youth. Discoveries
were said to be made at varying points in the investigative process such as through initial reports
made by individuals, operations deliberately set to capture persons committing illegal activity,
forensic analysis of devices used by youth, and testimony given during court cases. Mention was
also made of discoveries being made through tips submitted to local law enforcement from national
or worldwide agencies dedicated to protecting children online. Internet Service Providers (ISP) and
social media companies also alert law enforcement when they recognize illegal activity related to
youth.

“...some of the Internet service providers or the social media sites capture that. They would then be
required to report it to [the] National Center for Missing Exploited Children...that’s how we get the
cases to come in.” - P28, Juvenile Justice - Law Enforcement Officer

The major limitation put forward by juvenile justice offers was the constant changing of technol-
ogy. In speaking about this, juvenile justice offers spoke about the parents not knowing how to use
technology properly, criminals using sophisticated means to hide their activity from authorities,
and law enforcement not being able to use social media to monitor youth. They recalled cases
where officers were caught by the youth using online systems to check what the youth they were
assigned to was doing.

“...only one in our department out of 42 probation officers that has successfully been able to monitor
clients through Facebook. We had another officer that was doing on our sex offender team and totally
got caught by the client.” - P11, Juvenile Justice - Probation Officer

While self reports were the primary discovery method for child welfare workers, 43% of child
welfare workers also said formal investigations were common. Investigative methods here were
processes related to court cases in which the youth were involved. Sometimes they were also
discovered when historical reports were shared between government agencies such as reports
being shared with child welfare officers when youth were transitioned to work with them. Generally,
child welfare officers shared that they would prefer if this discovery method was a last resort as it
often meant the youth was in some sort of trouble with authorities.

“...sometimes it comes up legally, and that’s where it can be even more difficult. So in court someone
will say, here’s your Instagram account, so I know you’re doing illegal activity...” - P3, Child Welfare -
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Children, Youth and Family Services

In discussing online risk exposure discovery limitations, in addition to youth lacking trust in
adults, adults not knowing how to use popular applications used by youth was also stated as a
limitation. In expressing this concept, child welfare SSPs shared that parents at times don’t even
know some applications exist or the content that can be accessed by youth who use the application.
Adding another perspective to this issue of adults lacking the technological capabilities to recognize
online risk possibilities, child welfare SSPs also noted that we tend to be technologically behind
those looking to harm youth online.

“...parents don’t even have an understanding of what their teens are using, like the apps or the,
whatever they’re doing online, they don’t even understand the concept of it much less like what their
kids are accessing.” - P7, Child Welfare - Youth Development Services

Few participants in the educators SSP grouping (10%) identified formal investigations as an online
risk discovery method. In making this identification they spoke of finding out of risk exposures
tangentially through the judicial system such as through Child Protective Services (CPS), or law
enforcement. These participants tended to be from organizations providing rehabilitative services
to youth but who focus on helping the youth obtain an education. Educators did not identify any
limitations related to risk discovery through formal investigation.

“Most... either come directly from law enforcement from children’s division which in some places is
children’s protector’s, child protective services and family court...” - P34, Education Advocacy Services

Mental health professionals did not identify formal investigation as a risk discovery method.
They instead identified risk assessment tools as the method by which they discovered risk exposures.
This will be discussed in the next section.

4.2.3  Risk assessment tools: don’t ask, don’t tell. On the topic of discovering online risk exposure,
mental health SSPs (44%, N=4/9) shared that this was done through the use of risk assessment
tools, which on analysis, was found to be equally as important as having a good relationship with
youth for this provider group. The risk assessment tools referred to here are case intake forms,
survey forms used during meetings with youth, or self-reports that youth fill out so that SSPs can
ascertain adherence to program guidelines. Specific professional tools such as the Patient Health
Questionnaire-9 (PHQ-9) [49] or Children’s Functional Assessment Rating Scale (CFARS) [89] were
mentioned as being used to assess the youth in areas such as their feeling of well-being and how
they get along with others. SSPs in this group noted that youth at times refuse to answer some
sections, leaving them blank, when they don’t want to talk about the particular area of their lives
thereby limiting the discovery of risk exposure.

“...we use that to start our research when we have our assessment, with our intake. So with the open
cases, we do a clinical assessment, and we have sections on assessing for risk.” - P22, Mental Health -
Therapist

This matches what mental health SSPs denoted as the major online risk discovery limitation

in the undertaking of their duties, in that youth lack trust in adults to feel comfortable enough
to disclose their online experiences. Lack of trust accounted for 67% of the discovery limitations
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space in this group. In articulating how this lack of trust is displayed, mental health providers
spoke about information being purposely withheld as well as inaccurate information being provided.

“The biggest limitation would be just honesty. I can, you know, I only get as much information as
they’re willing to share.” - P21, Mental Health - Therapist

The juvenile justice SSP group (18%, N=2/11) also identified risk assessment tools as a means
of discovering youth risk exposure. Participants spoke about administering these tools as polls
when visiting schools, a human trafficking assessment tool [64], and also through a set Community
Assessment Tool (CAT) [65] which captures information about youth when they enter the judicial
system. Youth withholding information by choosing not to answer questions on or during the
administering of these assessments also factors in as a limitation to this group using risk assessment
tools for the discovery of youth risk exposure.

“...every school that we’ve been in and then we’ve taken polls, when you talk to these kids say you
know who sent dirty pictures nude pictures to somebody, there’s a whole lot of kids in that class that
will admit to it, way more than you ever anticipate.” - P26, Retired law enforcement officer

The use of risk assessment tools was not mentioned by the remaining SSP groups. The use
of a human trafficking assessment tool to discover risks was mentioned by 14% (N=1/7) of child
welfare participants. This tool was said to be used during investigative processes in cases relating to
youth that enter the judicial system. None of the limitations identified by child welfare participants
were linked to the using risk assessment tools for risk exposure discovery. The use of PHQ-9
assessment tool was mentioned by 10% (N=1/10) of educators. Distrust, and the consequence of
youth withholding information due to it, were the only limitations identified by educators. These
limitations could affect the quality of data collected using the assessment tools, thereby hampering
risk exposure discovery.

This preceding section on risk assessment tools highlights the concept of “don’t ask, don’t tell”
that came up in discussions, as youth refrain from talking about situations or experiences if they
are not directly asked about them.

4.3 The Potential Benefits and Drawbacks of Automated Online Risk Detection (RQ3)

We asked participants about their views on the advantages and disadvantages of technology
designed to support automated online risk detection to assist in the identification and prevention of
youth online risk exposures. This section synthesizes our findings related to this question grouped
by SSP. First, we discuss the prevailing theme that came out in the responses to this research
questions: the interplay of online risk identification versus the ability to adequately address them
once known. We then discuss the perceived benefits as well as perceived limitations of using such
a system as realized by each SSP group.

4.3.1 If they know, then they have the duty to respond. A recurring theme highlighted by SSPs
was the need to respond to online and offline risks once they have been identified. This was not
spoken of in a negative light but they shared that in some cases they do not know who should take
responsibility to address risks or threats once they have been identified. For instance, participants
shared that schools that have implemented some form of risk identification process often question
who should handle threats identified by the processes during vacation periods. One participant
shared that schools with this question should be the entity that takes responsibility for such
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matters. This raises the issue of liability for some SSPs as given they would rather not be respon-
sible for any negative consequences that may arise from their usage of technology to make decisions.

“Potentially, we could be liable, because when we are part of our charges, if we’re going to assess for
something, or if we’re going to screen or we’re going to monitor something, then we have a duty to
respond to it.” - P2, Juvenile Justice - Prevention and Intervention

Another concern they raised was the lack of resources to properly address online risks and
threats that would be identified should technology be used in this area. SSPs spoke about this by
mentioning that they are already heavily overwhelmed with other priorities that using another
system would not be seen as helpful. The issue raised was that while the SSPs want to do the best
job they can, some risks go undetected, or even neglected, due to resource constraints.

“...we see kids who need more intervention who need more help than what we’re able to offer and
that the system that is meant to serve and protect them often fails them. ...sometimes our level of ser-
vice is still not enough. And there’s not really an option of where to go...” - P1, Mental Health - Therapist

Closely linked to the previous issue of liability, they shared concerns that if the system weren’t
being monitored closely enough and something serious happened with youth, the SSPs would
be held responsible, even though constant monitoring is perceived by them as an exhaustive or
otherwise labor-intensive pursuit. SSPs raised being understaffed as an issue that leads to youth
receiving less help than they need. The result is that youth are left feeling that the system has failed
them.

4.3.2  Technology is useful, but humans are needed. SSPs involved in child welfare saw monitoring
as the most beneficial use of the proposed automatic risk detection system. The monitoring category
captured 44% of the possible technology benefits identified by providers in this group. They favored
technology that would be able to provide them with more information than they currently get in
their formal assessment tools. Recall formal assessment was found to be the second most prevalent
online risk discovery method for this provider group. For these providers, having more data about
the youth’s experience, both online and offline, was viewed as beneficial as it would allow them
to possibly get a clearer picture than what is now available. For example, they spoke of using
technology to identify when youth create social media posts depicting drug use or other illegal
activity which they may later deny or otherwise answer untruthfully during formal assessments.
The ability to use such technology on school devices to identify when youth violate policy by using
them to access restricted content was also viewed favorably, but with the added concept of alerting
the youth towards potential danger. The next major potential benefit of the system as seen by child
welfare workers was the better management of resources capturing 33% of the perceived benefits.
SSPs who contributed to this potential benefit pointed to the issue of having a limited amount of
time to spend with individual youth and welcomed the idea of technology that would reduce the
amount of time spent searching for issues that might affect the youth. This would lead to more
time spent with the youth to help and support them in problematic areas. Responses from child
welfare providers on using automated online risk discovery technology had the undertone of early
issue discovery to support quicker interventions as the potential benefit of technology use.

“I mean, it’s gonna flag specific items that would be helpful to see and it would definitely cut down
and cut back on time spent on looking at those things.” - P23, Child Welfare - Youth Engagement
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Services

When speaking about the possible limitations of using such technology, the inability of algo-
rithmic solutions to take nuanced views by utilizing the contextual environment of individual
youth into consideration was found to be the major limitation identified by child welfare providers.
This captured 33% of the limitations identified by child welfare providers. In discussing this they
exhibited concern over the usage of broad categorizations that may lead to decisions being made
that cause youth to be placed in worse situations than they already exist. Concerns were also
raised about the existence and validity of differing parenting styles versus the suggestions made by
algorithmic solutions. It was shared that child welfare providers are to be flexible with respect to the
different parenting styles rather than require strict adherence to some set of requirements, so there
was concern about the utilization of technology output in this regard. Child welfare providers spoke
from the perspective of the provider having access to the technology and not the parent/guardian.

“...we need to be flexible with that, because that’s how everybody’s raised.” - P23, Child Welfare -
Youth Engagement Services

Child welfare SSPs tended to look at the issue from the perspective of how the technology could
best support the youth rather than cause the youth to be implicated in wrongdoing.

4.3.3  We might be able to make a difference, if we know about the issues. Providers in the educa-
tion category identified the early discovery of issues as the major benefit of using technology to
automatically discover online risk. This benefit made up 70% of the discovery benefits provided
by this provider group. When speaking about this benefit they mostly linked it to possible offline
situations it could help mitigate such as the prevention of violence at schools and teen suicide. They
expounded on the fact that they can only control or see what happens with the youth within the
school setting which does not give them a complete picture of what is affecting the youth. While
they could more effectively mitigate what happens within the school, they have little to no insight
into what happens outside of school. Using technology to become aware of this gray area was
seen in a favorable light. Being able to effectively monitor youth made up the remaining 30% of
potential technology benefits space for this SSP group. This benefit was closely related to the early
discovery of issues but spoken about more from the perspective of security controls to prevent
access to restricted content or methods of communication.

“... we can’t control what they do outside of it as much as we can inside the school. But if we’re at
least aware of it, we can know that that’s something we need to work towards and be aware of.” - P19,
Education - Language Arts Teacher

Like the child welfare workers, educators also identified algorithmic lack of context (38%) to
be the major system limitation but they provided different underlying reasons in doing so. Pre-
dominately educators thought that technology does not, and should not, parental and teacher
relationships with youth. Concern was raised over youth being banned from using technology
when people are given more insights into their online experience, a course of action that educators
were not in favor of. They acknowledge that youth have legitimate reasons for using technology
such as reaching out for support when needed. Educators also identified the possibility of the
solution adding complexity to their duties and the solution having access to the data necessary to
work as described were also raised limitations by this provider group.
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“...I guess, as far as like electronic safety things in place as your strategy is just not effective” - P34,
Education Advocacy Services

Education SSPs favored a holistic approach to mitigating youth risk with an emphasis on strength-
based approaches rather than punishment or criminalization.

4.3.4  Protection of youth through monitoring requires access to data. Judicial SSPs thought an
automated risk assessment tool would be beneficial in assisting them with monitoring youth online
activities (46%). When speaking of the potential benefits, judicial system providers gave examples
of monitoring adolescents and online risk victims, assisting parents in monitoring, assisting in the
generation of an automatic risk report, predator protection, and identifying illegal conduct. The
notion of parents not understanding technology and being able to identify the possible dangers
youth are exposed to online was raised by providers here. Providing a means of easily distilling this
information to parents was viewed favorably. These benefits were mostly put forward by judicial
service providers with current or past work as law enforcement officers. They also viewed knowing
what youth experience online as beneficial towards case prioritization. Utilizing technology for
investigative purposes on cases intrigued judicial service providers as exemplified in the following
participant quote:

“I think it would be helpful if T was getting the cyber tip if there was some sort of software that had
already said yeah this, username unicorn123 is whatever percentage more susceptible to being bullied
online or sexually exploited or just based on whatever algorithms you guys are talking about putting
together. Then, that would be like just more helpful for me to try to determine which cases are more of
a priority” - P29, Juvenile Justice - Law Enforcement Officer

Being able to discuss with youth topics directly related to their online experience was another
perceived benefit of system use by judicial service providers with a more juvenile justice leaning
coming in at 23% of the potential benefits space. In this light, it was evident that the monitoring was
not to get youth in trouble but instead to provide focused assistance where needed. The monitoring
benefits identified by this provider group were for the purpose of assisting in early discovery and
better management of resources. SSPs in the judicial system were the only participant grouping to
identify driving engagement with the youth as a perceived benefit of the solution.

“I see it in a way as an opportunity to engage kids a little bit more thoughtfully about what’s going
on in their lives.” - P2, Juvenile Justice - Prevention and Intervention

Even though there are perceived benefits to using an automated risk detection system, judicial
system service providers also identified drawbacks to using such a system. Concern was raised
over the access to the data necessary for the system to function as required. Fears over privacy
concerns, internet companies not being willing to share data, as well as parents and teens not
being comfortable with sharing data with providers, were raised when providers spoke of this
potential limitation. These data access concerns accounted for 33% of the identified limitations for
this category of provider:

“The challenge is going to be them allowing you or your software or whatever access to their world.”

- P35, Juvenile Justice - Retired law enforcement officer currently working with agency that serve
underprivileged youth
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Concerns were also raised about the exclusion of humans in the decision-making process should
such a system be utilized. This made up 22% of the limitations space and was captured as the system
making decisions that currently can only be done well with human involvement. Judicial service
providers mentioned that technology should not replace humans in this area as relationships with
the youth are vital. The following quote from the participant summarizes this concept:

“once you’ve met with the family, with the kids, you know, talked to other people that are involved
in that kid’s life, you can draw a better conclusion as to what actually is going to help that kid because
you are not just one part, you’re the sum of your parts” - P16, Juvenile Justice - Government Consultant

Judicial service providers also raised concerns over the system adding complexity to their current
duties. The potential for this was raised they reflected on the possible increase of cases to manage,
given that the technology identifies more instances of risk exposure from online mediums. They
also noted that youth may find ways to outsmart technology thereby rendering the technology
useless as in the past when youth realized they were being monitored on their own devices, they
would borrow devices from others to engage in risky activity.

“Potentially, we could be liable, because when we are part of our charges, if we’re going to assess for
something, or if we’re going to screen or we’re going to monitor something, then we have a duty to
respond to it.” - P2, Juvenile Justice - Prevention and Intervention

The potential of automatic risk detection to detect risks that might not be responded to due to
lack of resources was a cause of concern to judicial SSPs, especially from the perspective of possible
liability should something harmful occur.

4.3.5 Monitoring supports earlier interventions. Mental Health service providers identified early
discovery (50%) as the major perceived benefit of using technology to automatically identify youth
risk exposure. They spoke of being able to recognize trends in youth behavior quicker, and this
being able to provide the needed support in a more timely manner. They also spoke of it being used
to help providers who are not active on social media to get insights into youth experiences. They
also raised a similar point with respect to parents as it was noted that not all youth share their
negative experiences (such as being cyberbullied), so the technology could be used by parents to
get some idea of the challenges being faced by their youth. Monitoring (40%) was another perceived
benefit identified by this group. This came across as assistive with respect to early discovery and
not as a goal in itself as the prevailing idea from mental health service providers was that the
solution would be used by those to gain insights on youth under their care.

“...I mean, it would give me the ability to intervene sooner, so that significant damage could poten-
tially be could potentially prevented.” - P17, Mental Health - Youth and Family Therapist

SSPs in mental health viewed the solution as not having access to the data necessary to perform as
described to be a major limitation. In talking about data access limitations, mental health therapists
raised factors such as social norms, parenting styles, and youth not trusting that their intimate
information is kept private even if they agree with the idea of their data being checked for risky
material. Regarding the latter, the fear of the youth being punished rather than helped was shared
as a concern. Data access limitations captured 55% of the perceived limitations in this group.
Algorithmic solutions lacking context (18%) were another limitation category identified by this
group. This was shared within discussions about balance being needed between the social structures
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youth grow up in and that technology should not be used to replace any of them. Mental health
providers also raised the issue of algorithmic solutions encoding bias towards a subset of youth
populations. They stated that such systems are not useful as they serve a diverse youth population
that would be misrepresented, or under-represented in the biased solution.

4.4 SSP Experiences and Needs Differed Based on their Job Roles

Across the SSP groups it was found that the online risks they identified aligned with their job role.
In this section, we highlight the interplay between SSP job roles, the risks they identified, and the
proactive or reactive nature through which SSPs respond to youth risk exposure. These findings
should not be taken as one SSP group performs better or does more for youth than the other. Rather,
the focus is brought to the differing points in the lives of youth at which these SSP groups may
interact with them, the risks the SSPs focus on, and pre/post risk identification model through
which the SSP job function necessitates.

SSPs in the judicial system (juvenile justice and law enforcers) were more concerned with risks
that have, or have the potential to be associated with, criminal components. Sexual risks such
as prostitution, child sexploitation, child pornography, and human trafficking dominated their
concerns. Cyberbullying and its consequences related to physical harm were also of major concern
to SSPs in the judicial system. The SSPs closer with duties closer to law enforcement take a more
reactive approach to risk management in that they become involved after the exposure has caused
an incident, or through investigating other issues which cause the risks to become known. When
they took a proactive role it was more investigative, looking for instances where the law is being
broken, or actively looking to catch adults attempting to solicit youth for sex. They also took a
proactive role in reaching out to schools and parents to raise awareness about online risks, but this
is not the main way they currently handle online risks. Ex-law enforcement officers tended to take
this more proactive role in terms of speaking to focus groups, church groups, and schools when
invited. Comparing this with what judicial SSPs consider as the main success metric related to
online risk, minimizing sexual risk, it can be seen that mitigating and handling risks with criminal
components was their main focus.

“To combat people trying to solicit minors for sex and we also do active downloads with software of
people who are sharing or downloading child pornography on the Internet.” - P29, Law Enforcement
Officer

SSPs in the child welfare group preferred to catch youth risk exposure, or actions related to
risks, to mitigate or eliminate them where possible, before law enforcement was involved or before
further interaction with the judicial system. They preferred this to avoid youth being implicated
and being placed in situations that may not be in their favor (i.e. not being able to receive the help
they need). For child welfare SSPs, part of this is also accounting for the different parenting styles of
parents/guardians of the youth they interact with. For instance, mention was made of the different
levels of leniency that parents/guardians have (i.e. on the topic of youth phone ownership) and
the fact that child welfare SSP officers should not override the decisions of parents. This being the
case, child welfare SSPs play an active role in the day-to-day lives of youth under their care and
therefore took a more proactive approach in the lives of youth. This more active role was to ensure
that youth obtain an education and find employment to sustain themselves after school is finished.
This aligns with the main success metric identified by child welfare SSPs, which was educating
youth with the supporting success metric, and engaging more with youth to build relationships
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being second.

“...we want to make sure that our kids are graduating high school and on a timely basis, that they’re
enrolled in college in some kind of post-secondary or college or technical program, that they’re having
some kind of exposure to employment before they turn 18.” - P23, Child Welfare - Youth Engagement
Services

Mental health SSPs become part of the lives of youth through direct engagement by par-
ents/guardians, or through referrals made by the judicial system or other agencies. They remain
part of the life of youth until treatment has ended which may be due to various reasons. Due to this
they initially play a more reactive role in the identification and mitigation of online risks which
is also seen through their dependence on risk assessment tools to discover risk exposure. Once
identified, they attempt to mitigate the consequences of risk exposure by helping youth through the
negative symptoms they experience such as anxiety, and depression. This aligns with the main
success goals of mental health SSPs, the improvement of the mental health of youth, and helping
them to not re-enter the judicial system.

“So, you know, are the youth recidivating, you know, ...the whole purpose of us being a provider
for the department is to prevent [youth] from catching the charges and being placed in residential
programs.” - P23, Mental Health - Youth and Family Therapist

Through the education system, education SSPs are introduced into the lives of youth from an
early age and continue to be part of their lives for as long as youth remain in school. They play both
proactive and reactive roles as it pertains to risk discovery and mitigation in the lives of youth. They
proactively try to mitigate risks, including online risks, by teaching youth life skills in a holistic man-
ner. Reactively, they are also able to respond to changes in youth, such as their behavioral patterns
or recognizing instances of physical harm, to identify when something significant has taken place in
the life of the youth. The education of youth was the main success metric of the educator SSP group.
The risks they identified were spoken about from the perspective of what causes harm to youth, and
what causes them to not be present physically, or in the frame of mind to receive, a sound education.

“Oh, yeah, we teach health, ...we start off with the basics of what health actually means. So what
that means to your body, so we go through mental health, we go through physical health, and then we
go through social health.” - P14, Education - Health and Wellness Teacher

The findings show that underprivileged youth, as seen through the lens of SSPs, are affected by
various online risks which have can be of a sexual nature, expose them to cyberbullying, and can
result in addictive internet usage. There exists some interplay between these risks which SSP can
recognize, but across SSP groups, it is done in an inconsistent manner. In the next section, we will
present a discussion about these findings, and their implications.

5 DISCUSSION

In this section, we discuss the major takeaways of our findings and provide design implications for
future online risk detection systems. We conclude with a discussion of the limitations of our work
and future research directions.
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5.1 Online Risks Negatively Impact SSP’s Ability Protect Youth Offline, But Are Not A
Focus for Risk Prevention Efforts

For RQ1, we uncovered several ways in which online risks elevate offline risks that put youth
in harm’s way and negatively impact various youth outcomes. SSPs linked online sexual risks
with youth meeting strangers, prostitution, and human trafficking, all offline risks stemming from
interactions youth have online with adults. The identification of the online risks is where our
findings exposed challenges. For RQ2 we found that online risk factors were usually not included
in youth risk assessment tools and mechanisms currently used by SSPs when evaluating teen risk
factors. We also found that SSPs rely predominately on youth self-disclosure to uncover online risk
exposure. While SSPs address issues in individuals which arise from human trafficking, they lack
the knowledge of how technology is used to facilitate the business of human trafficking, and also
the language used online by traffickers to lure their victims [39], even though these interactions are
predominately initiated by means of online communication [11]. SSPs therefore mostly retroactively
address the issues which begin online, or otherwise have online components which are exposed.
However, it is accepted that the online environment is part of the expanded ecological environment
[19] within which youth reside and influences them [61]. This risk identification gap inhibits SSPs
from effectively performing their duties thereby making it harder to improve youth outcomes. One
way to bridge this divide is to incorporate online risk assessment tools, and/or their outputs, in the
risk assessment evaluations used by SSPs. Since SSPs examine the ecological environment within
which youth reside in-order to improve youth outcomes, and the online environment is part of that
ecological environment, more attention should be paid to how the online environment can be used
to safeguard youth online interactions through the lens of SSPs. As a community, we will have to
consider including online technology in the network of support available to youth so that it can be
appropriately strengthened through research and development. The identification of risks youth
face online is one such area. We will discuss this in the following section.

5.2 Early Discovery of Online Risks Is Key, But It Is Easier Said Than Done

In RQ2 it was found that youth risk exposure was mostly identified through self-disclosure aided
by SSPs having good relationships with youth. Care should be taken that outputs from automatic
risk detection systems are part of fact-finding processes utilized by those who use the outputs in
decision making. The output from such systems should be used as factors or points of interest,
rather than absolute truth since the context within which youth experience and react to incidents
matters [40]. The outputs from algorithmic risk detection systems should therefore be designed to
nudge youth towards healthier interactions whilst providing discussion points to SSPs and parents.
Technology should not replace the relationship between youth, SSPs, and parents. It should be used
to promote conversation with youth. Rather than be designed to get youth in trouble by use as
a surveillance tool, risk detection technology should be used to promote discussion with youth,
thereby building and re-enforcing relationships through which risk exposures are discovered. In
order to achieve this, algorithmic risk detection systems need to allow SSPs to focus on the risks
pertinent to their duties or areas of concern in a particular time frame.

Mitigating youth online risk exposure in a timely, strength-based manner requires automatic
online risk detection frameworks to notify SSPs of online risk exposure as promptly as possible.
Our findings show that SSPs heavily rely on youth self-disclosure after exposure to risk, which can
be left undisclosed for lengthy periods. Technology can help them to discover youth risk exposure
closer to incident occurrence and aid in the more timely implementation of interventions. Reactive
exposure-response chronology sometimes can occur long after initial risk exposure and, sadly at
times, long after the damage has been done. Being able to identify risk exposures sooner and see
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trends in youth behavior would allow SSPs to use technology as an early warning system to drive
conversations with youth, or keep them out of trouble by providing direction. Earlier discovery of
issues affecting youth leads to better outcomes [40]. A possible step in this direction is to integrate
automated risk detection technologies into solutions currently used by SSPs to receive incident tips.
This additional information can then be used to prioritize cases such that more concerning cases can
be dealt with in a timely manner. Similarly, risk assessment tools can be integrated with automatic
risk detection technology, allowing risks to incidents to be found sooner, thereby decreasing the
time it takes to discover risk.

5.3 Al Risk Detection Could Help, But It Could Also Cause More Problems

In RQ3, we found that SSPs believed that Al risk detection could potentially assist them in the
early discovery of potential issues, monitoring youth interactions, and enabling better resource
management. However, while the utilization of automatic risk detection technology to discover
youth risk exposure was seen as a possible benefit to assist in the proactive mitigation of youth
online risks, concerns such as SSP liability, replacement of humans in the decision-making process,
and the use of technology to implicate youth, rather than help them manage online risks, needs to
be addressed prior to such technology being deployed in the real-world. In particular, most SSPs felt
strongly that these tools should not be used to replace their interactions with youth and that caution
should be taken to ensure that such tools are not utilized in a big brother-style surveillance scenario.
Doing so could erode trust and undermine their relationships with youth. This was a particularly
salient theme among educators, mental health, clinicians, and educators who relied heavily on
building trusting relationships with youth to optimally perform their job duties. This was less
pertinent for law enforcement officers who were less reliant on building long-term relationships
with underprivileged youth to perform their job duties effectively.

Our findings reflect some of the same sentiments that have recently surfaced more broadly from
the literature on adolescent online safety and algorithmic decision-making in the public sector.
First, children, particularly teens, value their personal privacy [93] and resent surveillance-based
technology designed to monitor and restrict their online behaviors [31, 91]. Instead, technologies
that promote increased risk awareness, collaboration, and open communication between youth
and those charged with their safety are recommended [2, 77]. In regard to the use of algorithmic
risk detection, SSPs preferred a tool that would assist with risk assessments but allowed them the
discretion on how best to respond, rather than a prescriptive tool that required them to escalate
to measures that could potentially harm youth long-term (e.g., mandated reporting, probation
violations, etc.). Most SSPs, including law enforcement officers, felt that a tool that did not allow them
some discretion ran the risk of punishing underprivileged youth instead of protecting them. These
concerns align closely with Saxena et al’s [80] guidelines for designing high-stakes algorithmic
decision-making systems for the public sector where trade-offs must be made with respect to
human discretion, bureaucratic processes, and algorithmic decision-making. Emphasis should be
placed on strength-based approaches in which algorithmic outputs would be a component to help
SSPs and underprivileged youth manage risks together, rather than to police them or get them in
trouble. This view builds upon the growing body of adolescent online safety research that advocates
for resilience, rather than abstinence-only based approaches, to allow youth to self-regulate their
online activities but with guidance towards safer online interactions [25, 91, 92].

In order for algorithmic risk detection solutions to work effectively, it necessitates access to
data needed to make correct risk assessments. In addition, to maintain up-to-date risk assessments,
the data used by solutions must also be kept current, or otherwise be brought in alignment with
the current content accessed by, or created by youth, as exemplified in recent research [72]. This
raises further ethical concerns regarding the amount of access, and volume of data, needed for
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these types of solutions to work optimally. There are also concerns regarding who has access to
the data once it is collected, the persistence (the length of time stored before being discarded, if at
all) of that data, and how the data will be used. The latter is a growing concern with companies
selling or sharing personal data [31], the judicial system sequestering data from companies [16], and
countries making international data handling laws for their citizens [30, 67, 96]. For instance, Brown
et al. [20] cites the collection of negative data-points and the exclusion of positive data-points as a
major criticism of data being used to in algorithmic decision making for underprivileged youth.
These concerns are further compounded by SSPs that raised the concern of parents/guardians
not being comfortable disclosing private information about youth under their care to others as
articulated in our results. These are all serious ethical and privacy challenges that face creators
of automatic risk detection solutions, and those who wish to use them. As such, creators of such
systems should design their systems with these concerns in mind, possibly allowing opt-in/out
functionality, and clearly addressing the concerns (who, how, and for how long) to the users of such
systems. One potential way to do this well is through using participatory methods for the design
of Al risk detection systems that directly engage users and/or key stakeholders [9, 97], including
SSPs, underprivileged youth, and their parents and/or legal guardians.

5.4 Design Implications

In this section, we address the design implications uncovered through our study. These implications
should be taken under consideration by solution designers of youth automatic online risk detection
systems.

5.4.1 Implications for Risk Prioritization: Sexual Risk and Cyberbullying. Of particular concern, the
identification of exposure to sexual risk and cyberbullying should be prioritized by algorithmic
systems. The research community has recently started to pay closer attention to the identification
of these types of risks and improving the mechanisms by which identification is done by taking
human-centered approaches. [46] [74]. Youth with addictive internet tendencies are more likely
to be involved in online and offline sexually risky behavior, and also are more likely to live in
less than ideal home circumstances [15]. Studies also point to online sexploitation, a sexual risk,
being the fastest growing online risk experienced by youth in the US [70]. Youth who exhibit
internet addiction also suffer higher rates of both offline bullying and cyberbullying [88] leading to
stress, anxiety, and the display of traits related to low self-esteem [3]. SSPs in our study identified
cyberbullying cases that led to serious cases of self-harm and even suicide, showing the importance
of being able to detect this risk and implement appropriate interventions. While studies have
shown that digital interventions have a relatively low impact on the reduction of cyberbullying
[23], the implication for automated risk detection systems is that they should be used to facilitate
strength-based approaches. In addition, to effectively handle the cases of most concern, automated
risk detection systems need to support the filtering of risk cases based on different risk levels as
needed by SSPs. We will address this in the next section.

5.4.2 Implications for Thresholds: Support Differing Views and Risk Level Settings for SSPs. To
support timely youth risk exposure interventions, automatic online risk detection systems should
show information to SSPs in a manner that is curated to support the duties as defined for each
target SSP group. Since risk factors can be possibly aggregated from many sources, some of which
may contain sensitive information, technology that targets multiple user groups should distill the
information and support the display of only what is necessary for the group to perform their task or
reach their desired goal. For example, judicial system users need views that support investigation,
prioritization, and incident response. They care about the detection and prevention of illegal
behavior. In contrast, educators and child welfare officers need a more day-by-day visualization of
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the individual experience of specific teens. Clinicians, therapists, and mental health practitioners,
mainly want to see assessments of their patients to correlate findings with their current established
means of patient assessment towards the identification of factors that indicate poor mental health.
Designers of algorithmic solutions would do well to understand the interplay of what they can detect
and how it correlates with risk assessment tools such as the Patient Health Questionnaire-9 (PHQ-9)
[49] or Children’s Functional Assessment Rating Scale (CFAR) [89], which were mentioned by
SSPS in our study. Other use cases which necessitate different views are providing useful nudges to
patients towards healthier directions in just-in-time solutions and providing useful talking points to
parents that can assist them in conversations with youth about their online experiences. In addition
to providing differing views to the SSP groups, algorithmic solutions should also support the setting
of risk severity thresholds. This would allow SSPs in various groups to prioritize cases leading to
better resource management and timely intervention implementation. It is our recommendation
that designers of automatic online risk detection solutions utilize participatory design and work
with SSPs to capture, process, and display the required information for the different views and
thresholds needed by different SSP groups. Members of the SIGCHI community have started work
in this direction [22].

5.5 Limitations and Future Work

There are several limitations to our study that present areas for future research. First, our interview
questions were initially designed to address the core purpose of the NSF I-Corps program, which
was to identify viable a business model for commercializing a technological solution (i.e, risk
detection algorithms for adolescent online safety) that would address customers’ (broadly defined)
needs. Therefore, RQ3, which examined the use of Al risk detection for youth protection was a
priori, rather than an emergent finding from the research. However, examining the potential for Al
risk detection within the unique context of SSPs and the online safety of underprivileged youth was
a novel area of inquiry that allowed us to identify potential benefits and pitfalls prior to bringing
such a technology to market. Future work should build on our findings and heed the concerns
identified by SSPs as warnings on how not to design such technologies. Furthermore, this study
was limited to a subset of SSPs in the U.S. and therefore does not represent the entire worldview.
SSPs in other countries may have different challenges, cultural norms, and/or regulations that may
not generalize to the U.S. context. Finally, this study did not investigate the effectiveness, technical,
or subjective user satisfaction of any automated risk detection solutions. Instead, we presented the
abstract idea of an Al risk detection dashboard, which we allowed SSPs to iterate on as a potential
solution for their own context. Therefore, in future work, we plan to develop a prototype of an
actual risk detection dashboard to be evaluated by SSPs and underprivileged youth, so that they
can provide more tangible feedback.

6 CONCLUSION

Exposure to online risks is an issue that SSPs identify as important in the youth populations they
serve. SSPs are part of the support system youths depend on but often find themselves under-
resourced thereby making it difficult to adequately perform their duty to assist youth. Automation
through the use of technology such as decision support systems has been used to address some
aspects of this such as reducing workload. These are at times not designed based on the specific
needs of social service providers as they experience in the field. With respect to online risk, this is of
particular interest as SSPs currently predominately rely on some form of human disclosure through
conversation or tip-offs. In this study, we have found that SSPs view risk detection technology as
useful in providing insights into the youth online experience, but such technology should be used
mainly to sponsor conversations with youth rather than to perform surveillance on them. Risk
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detection technology should therefore support different levels of end-user views to address the
differing needs of the distinct types of social service providers.
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A INTERVIEW QUESTIONS

Below you will find the interview questions used for our semi-scripted interviews. The interviews
were conducted as part of a project funded by the National Science Foundation (NSF) I-Corp
program. For transparency, the NSF I-Corp program was introduced to participants in this study.

Interview Warm-up

(1) Introduce yourself

(2) Introduce the purpose of I-Corps

(3) Ask permission to use for research purposes
(4) Ask permission to record

Interview Questions

(1) Please tell me a little about your organization?

(2) What is your title and role?

(3) In what capacity do you work with teens?

(4) Approximately how many teens does your organization work with in a given year. If they
are in a local system, as how many teens are engaged in this system within the entire U.S.

(5) In relation to how you engage with teens in your job, what are your key performance metrics

for success?

(6) Which of these metrics are you most concerned about?

(7) What role do you think online risks experiences of these youth impact these goals?

(8) How many teens that you work with have experienced significant online risks?

(9) What online risks are the most concerning or considered as the biggest problem?

(10) How do you currently find out if a teen is experiencing these types of online risks?

) What are the limitations of this approach?

Technology Interview

(1) Briefly introduce the technology idea

(2) What would be some of the benefits of this approach?

(3) What do you see as some of the potential drawbacks?

(4) Who would be a key decision-maker in implementing a risk assessment tool like this?

Discovery Questions

(1) How do you currently fund your existing risk assessment tools for youth?
(2) If our proposed idea was a validated risk assessment tool, what do you think the biggest
barriers to adoption would be? How could we possibly overcome these barriers?

Closing Remarks

(1) Is there any question that I didn’t already ask that you think would be useful for me to add to
future interviews? If so, what would it be, how would you answer it, and why do you think
this question would be valuable to ask?

(2) Could you please refer to me at least three other people who I would benefit interviewing
about this project? I really appreciate your time and insights and would love to keep in touch
with you as we work on this project.
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Duty to Respond

B PARTICIPANT CHARACTERISTICS

Table 4. Participant characteristics and risks they identified

Participant ID  Provider Type Job Responsibilities State  Identified Risks

1 Mental Health ~ Mental health Therapist Colorado  Internet Dependency, Sexual Risk, Cyberbullying
2 Juvenile Justice  Prevention and intervention Colorado  Sexual Risk, Cyberbullying

3 Child Welfare  Children, youth, and family services Colorado Internet Dependency, Cyberbullying
4 Mental Health  Mental health Therapist Colorado  Sexual Risk

5 Education Public health professor Colorado  Sexual Risk

6 Education Public health professor Colorado  Internet Dependency

7 Child Welfare  Youth development services Colorado ~ Sexual Risk

8 Education School safety resources Colorado ~ Cyberbullying

9 Education Public safety resources Colorado  Sexual Risk

10 Education Public library administrator Colorado  Sexual Risk

11 Juvenile Justice  Probation officer Colorado ~ Cyberbullying, Internet Dependency
12 Juvenile Justice  Probation officer Colorado  Internet Dependency

13 Child Welfare ~ Youth development services Colorado  Internet Dependency

14 Education Health and wellness teacher Florida  Cyberbullying, Sexual Risk

15 Child Welfare  Child and family services Florida  Cyberbullying, Sexual Risk

16 Juvenile Justice  Government consultant Florida  Internet Dependency, Cyberbullying
17 Mental Health ~ Youth and family therapist Florida  Sexual Risk

18 Mental Health ~ Youth and family therapist Florida  Sexual Risk, Cyberbullying

19 Education Language arts teacher Florida ~ Cyberbullying

20 Mental Health ~ Mental health therapist Florida  Internet Dependency

2 Mental Health ~ Mental health therapist Florida  Cyberbullying

2 Mental Health ~ Mental health therapist Florida  Cyberbullying, Internet Dependency
23 Child Welfare  Youth engagement services Florida  Sexual Risk

24 Child Welfare ~ Youth engagement services Florida  Sexual Risk

25 Mental Health ~ Mental health therapist Florida  Cyberbullying, Sexual Risk

26 Juvenile Justice  Retired law enforcer Florida  Cyberbullying

27 Juvenile Justice  Retired law enforcer Kentucky ~Sexual Risk

28 Juvenile Justice Law enforcer Florida ~ Sexual Risk

29 Juvenile Justice  Law enforcer Florida  Sexual Risk

30 Juvenile Justice Law enforcer Florida ~ Sexual Risk

31 Mental Health ~ LGBTQ+ youth advocate Florida  Sexual Risk

32 Child Welfare ~ Youth advocate Missouri ~ Sexual Risk

33 Juvenile Justice Law enforcer Florida ~ Sexual Risk

3 Education Youth advocacy services Missouri  Sexual Risk

35 Juvenile Justice Retired law enforcer Kentucky ~Sexual Risk, Cyberbullying

36 Education Administrator Kentucky Sexual Risk

37 Education Administrator Kentucky ~Sexual Risk

Received May 2022; revised August 2022; accepted September 2022

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. GROUP, Article 6. Publication date: January 2023.



	Abstract
	1 Introduction
	2 Related Work
	2.1 The Role of Social Service Providers in Protecting Underprivileged Youth
	2.2 Underprivileged Youth and Online Safety
	2.3 Towards Automated Risk Assessment to Protect Underprivileged Youth

	3 Methods
	3.1 Study Overview
	3.2 Semi-Structured Interview Design
	3.3 Participant Recruitment and Procedure
	3.4 Data Analysis Approach

	4 Results
	4.1 Most Salient Online Risks (RQ1)
	4.2 The Often Haphazard Discovery of Online Risks (RQ2)
	4.3 The Potential Benefits and Drawbacks of Automated Online Risk Detection (RQ3)
	4.4 SSP Experiences and Needs Differed Based on their Job Roles

	5 Discussion
	5.1 Online Risks Negatively Impact SSP's Ability Protect Youth Offline, But Are Not A Focus for Risk Prevention Efforts
	5.2 Early Discovery of Online Risks Is Key, But It Is Easier Said Than Done
	5.3 AI Risk Detection Could Help, But It Could Also Cause More Problems
	5.4 Design Implications
	5.5 Limitations and Future Work

	6 Conclusion
	Acknowledgments
	References
	A Interview Questions
	B Participant Characteristics

