How affordances and social norms shape the discussion of harmful social media challenges on reddit
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A B S T R A C T

Social media challenges are activities performed by an individual or a group and uploaded to social media platforms to achieve a specific goal. We sought to understand how harmful social media challenges are portrayed on Reddit. Therefore, we analyzed 1,552 Reddit posts and 7,092 comments about inherently risky social media challenges (e.g., Cinnamon, Blue Whale, Fire). We found that posts discussed the participation of others (40%), perceptions on the challenges (24%), prevention/raising awareness (18%), seeking information (10%), and one’s own participation in a challenge (8%). Comments included offensive commentary towards those who participated, tips and tricks on how to perform a challenge, and Reddit moderation of these posts. We uncovered that the affordances and social norms on Reddit contributed to a lack of propagation of harmful challenges on the platform. Our research contributes to an in-depth empirical understanding of how harmful social media challenges are discussed on Reddit and suggests ways to design affordances and reinforce positive social norms to prevent the spread of social media challenges that promote self-harm.

1. Introduction

Social media challenges are activities performed by an individual or a group and uploaded to social media platforms to achieve a specific goal (Emma Hilton, 2017). The challenges vary from the ones that promote social good such as the “Ice Bucket Challenge,” which supports finding a cure for Amyotrophic Lateral Sclerosis (ALS) disease (Pressgrove et al., 2018) to ones that put the participant in danger of even the low-risk challenges can rapidly spread through social media and encourage others to participate (Falgout et al., 2022; Gomez-Rodrigues et al., 2012; Khasawneh et al., 2019). Particularly, the spread of potentially harmful challenges among youth and young adults on social media is problematic as it can increase the number of vulnerable populations who are engaging in self-harming behaviors (Kircaburun et al., 2019).

Meanwhile, as a concept that captures the relationships between technology and users, affordance has been applied in social media research as a key concept to examine perceived properties (e.g., features) of social media platforms that enable or constrain users’ behaviors on the platform (Ronzhyn et al., 2022). Reddit is a pseudo-anonymous social media platform that affords its users to post candidly about sensitive topics without being afraid of social ramifications (Moore & Chuang, 2017). Given the platform’s openness, Redditors can freely post provocative topics they may otherwise not feel comfortable discussing in real life (Schouten et al., 2007). Additionally, the Reddit platform is a space where formal rules and implicit social norms are developed within different sub-communities (subreddits) in which users create sub-cultures suited to their specific needs (Morris, 2017). The unique
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affordances (i.e., features of a social media platform that frame users’ behavior (Evans et al., 2017)) of the Reddit platform, such as pseudo-anonymity and subreddit communities, have created strong and sometimes unusual social norms that are not observed on other social media platforms (Muller, 2016); and thus, making it an ample platform for researchers to study the novel social phenomenon, such as the emergence of potentially harmful social media challenges (Książek et al., 2015; Robson, 2019).

Literature on human factors and social media domain focused on how human factors interact on social media and the positive and negative impacts of social media usage on users. For instance, there has been substantial work on how individuals collectively discuss health-related topics such as mental illness (De Choudhury & De, 2014), public health (Park & Conway, 2017), and depression-related problems (Tadesse et al., 2019) and the impact of this social interaction on users. A theme among research on human factors and social media is that the positive and negative impacts of social media usage on users vary depending on individual characteristics and context of use. In this work, we study Reddit users from the context of discussing harmful social media challenges. Our research is one of the first empirical studies that examine how the unique affordances of Reddit play a role in the discourse of harmful social media challenges. Understanding the discourse on such harmful challenges on Reddit will inform prevention strategies for promoting the mental health of social media users.

1.1. Harmful social media challenges as acts of digital self-harm

Digital self-harm is the consumption and production of online content that leads to, supports, or exacerbates non-suicidal yet intentional harm or impairment of an individual’s physical well-being (Pater & Mynatt, 2017). As the Internet pervaded individuals’ lives, social media and online communities laid fertile ground for magnifying the issues of digital self-harm through the sharing and/or reinforcing of self-harming behaviors (Pater & Mynatt, 2017). Existing literature on digital self-harm has highlighted the role of social media and online communities in creating and spreading digital self-harm and its adverse impact on public health and safety. Particularly, understanding if and how self-harming behavior propagates through social networks is an emerging area of human factors and healthcare research. Defined as a form of social influence in which the behavior of an individual is influenced indirectly by observing the behavior of others, “behavioral contagion theory” (Polansky et al., 1950) has been widely applied in human factors research to understand decision-making and risk-taking behaviors concerning social conformity and peer influence (Abraham et al., 2022). Another well-known theory is the “social learning theory,” emphasizing that human behavior is strongly incentivized by rewarding outcomes such as others’ acceptance, and such acceptance is expected based on their prior observation of others (Bandura & Walters, 1977). Both theories highlight “social” aspects of individuals’ motivations for certain actions, hence, have served as a theoretical lens to study the motivation and the propagation of self-harming behaviors promoted on social media. For instance, online communities that offer understanding and support for self-harming behaviors can contribute to the spreading of self-harming behaviors (Emma Hilton, 2017). This is because discussions and live depictions of self-harm acts can contribute to the normalization and acceptance of self-harm on social media (Dyson et al., 2016). Similarly, public pro-eating disorder communities are known to motivate their users to continue efforts with anorexia and bulimia (Borzekowski et al., 2010; Norris et al., 2006; Roberts Strife & Rickard, 2011). This normalization of self-harm and exposure to self-harming behavior could further negatively impact other users’ mental health and create contagion effects (Daiene et al., 2013). The studies confirmed that being exposed to self-harming content promotes self-harm behavior and suicidal ideation in vulnerable adolescents (Memon et al., 2018). Even very few self-harming posts on social media sites actively encouraged others to self-harm (Shanahan et al., 2019). As such, the existing research laid the groundwork for studying the motivations and the spread of digital self-harm on social media and called for strategies to alleviate the adverse impact of digital self-harm shared on social media.

Our research provides a unique perspective on digital self-harm by examining harmful social media challenges. Social media challenges involve people encouraging one another to participate by posting images of or recording themselves participating in these activities online (Khasawneh et al., 2021). The challenges vary in their level of risk to individuals; some promote philanthropic causes (e.g., Ice Bucket Challenge), while others pose inherent risks to the individuals who attempt them (Lupariello et al., 2019). For example, the “Cinnamon Challenge” encourages participants to swallow a tablespoon of ground cinnamon in under a minute. It became a viral social media challenge that led to thousands of videos being uploaded to YouTube and other social media platforms (Grant-Alfieri et al., 2013). Although granular cinnamon is not likely to cause long-term damage, swallowing a large quantity can pose a risk of asphyxiation (i.e., choking and possible death) and the burning of the throat or extensive coughing (Grant-Alfieri et al., 2013). The “Blue Whale Challenge” (BWC) is another harmful challenge that is known for its serious nature as it purportedly promotes participants to complete tasks ranging from cutting themselves to suicide (Lupariello et al., 2019). Although their existence was not clearly observed, the high-risk challenges such as BWC are particularly concerning as they can not only lead participants themselves to serious physical damage (Atherton, 2021; Aver et al., 2016; Grant-Alfieri et al., 2013) but also contribute to self-harm contagion among other users (Khasawneh et al., 2019; Khasawneh et al., 2020).

The existing literature on harmful social media challenges focuses on investigating the prevalence and spread of challenges and their implications for public health and safety. Especially, human factors literature has established that harmful social media challenges can be propagated through behavioral contagion and social modeling (i.e., imitating the behaviors of those we observe) (Abraham et al., 2022). For instance, Roth et al. (2020) analyzed newspaper articles reporting on BWC and found that news reports regarding BWC could unintentionally increase suicide contagion effects and normalize certain self-harming behaviors. Similarly, Khasawneh et al. (2021) investigated how harmful social media challenges such as BWC and Tide Pod Challenges are portrayed on YouTube and Twitter and found prevalent sharing about these behaviors could potentially normalize and contribute to the contagion of self-harming behaviors among youth. At the same time, they showed that many social media posts were intended to educate people and raise awareness about a challenge, indicating that the contagion effect and social modeling can be effective intervention strategies to reduce the creation and spread of harmful social media challenges. The above studies provided insights into how harmful challenges are discussed and spread on social media and potential ways to mitigate the negative impacts of such challenges on the well-being of individuals and society. Building upon the previous work, we examined various inherently dangerous social media challenges (e.g., Cinnamon, Fire, Blue Whale, Tide Pod, etc.) on Reddit (reddit.com) to understand how these challenges are portrayed on Reddit. Particularly, we addressed how affordances and social norms of Reddit shape discourse on harmful social media challenges and suggest design implications to reduce the prevalence and spread of harmful social media challenges. In the next section, we provide an overview of how affordances are studied in the context of social media and the affordances of Reddit that promote specific social norms and cultures on Reddit.

1.2. Affordances perspectives

Affordances are a “multi-faceted relational structure” (Faraj & Azab, 2012, p. 54) between technology and the user that frames potential behavioral outcomes in a particular context (Evans et al., 2017). As a concept that captures the relationship between technology and users,
affordance has been applied in social media research as a key concept to examine perceived properties (e.g., features) of social media platforms that enable or constrain users’ behaviors on the platform (Ronzhyn et al., 2022). Work in this area often uses affordances to focus on the dynamics of social interactions that various social media features afford. Some scholars have used affordance almost synonymously with the features of technology, while others have focused on the social structures that are formed in and through a given technology (Bucher & Helmond, 2018). In the past literature, social media platforms have often been analyzed in terms of having ‘affordances and constraints’ (Ellison & Vitak, 2015). Recently, the concept of social media affordances is also applied to examine the role of algorithms in social media play role in enabling and constraining the use of social media (Ronzhyn et al., 2022). The common theme among social media affordance research is that, unlike technological determinism, they emphasize the role and agency of humans in the use of technology. Affordances approaches allow researchers to incorporate the contextual aspects of technology use, e.g., how social media usage is shaped by the properties of actors and their context (Evans et al., 2017), hence, making it an appropriate framework for understanding relational interactions between users and social media platforms (Rice et al., 2017). In this study, we applied affordances approaches to explore how the portrayal of harmful social media challenges is shaped by the properties of a social media platform, Reddit.

Reddit is a social discussion website that consists of user-created subcommunities, known as subreddits, where users can post and comment. Each subreddit is distinct, as it pertains to a single topic or theme, and can cover a variety of discussion areas, including sensitive topics such as mental health, self-harm, and suicide. Registered users of Reddit (“Redditors”) can contribute to subreddits by creating self-posts (Fig. 1) comprised of text, images, videos, or links to other websites and reposing within other subreddits through cross-posting. Redditors can also leave comments on posts (Fig. 2), which are hierarchically threaded, where a comment can be in response to the post in general or in reply to another comment.

In this study, we focus on how harmful social media challenges are discussed on Reddit to explore the interplay between the unique affordances of the Reddit platform and how the challenges are portrayed and/or propagated. Unlike other popular platforms such as YouTube and Twitter, Reddit provides two unique affordances to its users: identity affordances and social affordances. One of the unique affordances of Reddit is related to identity affordances: the opportunities on social media platforms for identity development and portrayal (Moreo & D’Angelo, 2019). Reddit is different from other identity-based platforms such as Facebook or Twitter in that it does not require users to reveal their identity. It does not have a feature to post a profile picture, nor does it have networking features such as Facebook “friends” or Instagram “followers.” Instead, users are socially connected within the “subreddit,” a distinct community of networked users with shared interests. The low-identity affordance of Reddit allows Redditors to disclose information without repercussions of personal identity (Leavitt, 2015).

Another unique affordance of Reddit is social affordances (e.g., the relationship between the technology and the social group that enables or disables certain interactions among members of that group (Bradner et al., 1999)) such as “karma,” “upvote,” “downvote,” “award,” “subreddit,” “subreddit rules,” and “moderation,” which help Redditors create the social norm. Social norms are specific rules of the platform that influence what is shared by the user and what the user expects to see being shared (Morris, 2017). “Subreddits” are the ones in which clear social norms can be found, as the norms are set not for the users, but by the users themselves; that is, shared rules and expected online behavior are set by those who participate in the subreddit (Moore & Chuang, 2017). Each subreddit has its own social norms regulated by a list of “subreddit rules” that can be viewed on the subreddit’s community profile. These rules are largely enforced on Reddit through upvotes, downvotes, awards, moderators, and bots examining the content being shared by users. For instance, posts that do not fit the social norms of the community can be deleted by the community moderator, volunteers who enforce the community-specific rules (Habib et al., 2019). Also, posts and comments can be voted “upvotes” (valued) or “downvotes” (deemed unworthy) by other users and the votes determine where the posts and comments are displayed on the website. That is, posts and comments that do not adhere to the expected norms or the cultural field of a given subreddit are demoted through the down-votes, whereas those that adhere to the rules are promoted by their community through up-votes and are pushed higher to the top of the subreddit page and be seen by a larger audience (Reddit, 2022). Redditors can also reward other Redditors’ content by giving awards or they can report a problem with the content (e.g., marking a post or comment as spam, abuse, etc.).

Social norms on Reddit have been widely studied among scholars. For instance, Sharma & De Choudhury (2018) analyzed different mental health subreddit communities to examine how the users conformed to community norms within those subreddits discussing sensitive topics. They found that members of communities that deal with stigmatized and sensitive issues tend to conform to community rules to develop the community as a safe place for candid disclosure. By analyzing 2.8 M comments removed from subreddits, Chandrasekharan et al. (2018) found that some violations of community norms (e.g., racism and homophobia) are universally removed in almost every subreddit by moderators, while other societal issues (e.g., mocking religion, nationality)
were not considered norm violations on most of the subreddits. As such, social norms on Reddit play an integral role in guiding acceptable behaviors, and hence in shaping the discourse on certain topics within the subreddits. However, how social norms shape the discussion of harmful social media challenges has been under-explored. In this work, we focus on how harmful social media challenges are portrayed on Reddit and how unique affordances of Reddit (e.g., pseudo-anonymity and social norms) shape the discourse on harmful social media challenges.

1.3. Problem statement

The purpose of our study was to investigate how harmful social media challenges are portrayed on Reddit to understand the nature of discourse regarding these challenges and explore how the unique affordances of Reddit contribute to the discussion of the challenges on Reddit. Therefore, we pose the following research questions:

RQ1: How are harmful social media challenges portrayed through original posts on Reddit?
RQ2: Once harmful social media challenge posts are shared on Reddit, how do Redditors engage with (i.e., comment) on these posts?

Our research contributes an in-depth examination of online users’ posts and comments related to harmful social media challenges on Reddit and how the affordances of Reddit shape the discourse around harmful social media challenges. By focusing on inherently harmful social media challenges, our research uncovers potential strategies for risk mitigation and prevention through the lens of social media affordances. Previous research in the field of human factors in healthcare studied adolescents’ and young adults’ motivations to participate in challenges on social media (i.e., TikTok) (Falgoust, 2022; Khasawneh, 2019; Roth et al., 2021). Our work builds on the prior work by exploring how harmful social media challenges are discussed among Reddit users to provide a basis for the strategies to mitigate risks associated with social media use and to promote the mental health of social media users.

2. Material and methods

2.1. Data collection and the scoping process

2.1.1. Scoping a dataset of harmful social media challenges

We created a dataset of public posts on Reddit using the BigQuery cloud service (Naidu & Tiganj, 2014). We leveraged a publicly available dataset that was uploaded by Redditors from 2006 (shortly after the creation of Reddit in 2005) to 2019. This dataset contained over 3 billion comments and included information about upvotes, downvotes, author, subreddit, flair, and timestamp for each post and comment. First, we explored subreddits and identified specifically addressing harmful social media challenges. These subreddits were navigated directly on the Reddit site with a search of “challenge” and “challenges” to not include/exclude specific challenges or subreddits. We did so because searching for specific subreddits would limit our preliminary search due to the expansive nature of Reddit. We explored several subreddits, including “r/StupidChallenges”, “r/GoForGold”, “r/Challenges”, “r/YouTubeChallenges”, and “r/ChallengeAccepted,” which addressed harmful social media challenges to identify an initial list of keywords. From those subreddits, we explored the posts, comments, and community rules to understand the norms for discussing harmful social media challenges and identify an initial list of keywords. Next, we used keywords, such as “challenge,” AND (“social media” OR “death” OR “fail”) to do an initial exploration of the data provided by BigQuery. We consciously scoped our keyword to target the more risky or harmful social media challenges, rather than the more frivolous (e.g., cheese challenge) or altruistic challenges (e.g., Ice bucket challenge).

Next, we utilized “Google Trends” to identify the most popular challenges that web users searched for between 2004 to 2019 to finalize the list of keywords. The criteria to select harmful social media challenges were as follows: a) did the challenge pose intentional physical harm? and b) are the consequences long-term or temporary? (e.g., discomfort vs. suicide). For instance, we eliminated popular challenges that did not intentionally pose harm to their users, even if they posed some level of discomfort (e.g., Ice Bucket Challenge, Chili Pepper). Also, we eliminated challenges that can provide short-term discomfort (e.g., Chili Pepper Challenge) but included those that can lead to long-term injuries (e.g., Cinnamon Challenge). For instance, Chili Pepper Challenge can provide extreme discomfort (high Scoville scale score) to participants, while ingesting a large spoonful of cinnamon (Cinnamon Challenge) is a choking hazard, as cinnamon is hydrophobic, and can lead to lung damage/death. Then, we narrowed our data range to start from 2009 when the harmful social media challenge (i.e., Cinnamon Challenge) first emerged, which left us with data available between January 2009 to May 2019. The final sets of keywords that we used were “challenge,” AND (“fire” OR “tide pod” OR “blue whale” OR “cinnamon” OR “boiling water” OR “choking” OR “momo” OR “suicide”). We used standard SQL in BigQuery to create our dataset and the final dataset included a total of 2,255 posts.

2.1.2. Relevancy coding

The posts (N = 2,255) were divided between the third and fourth authors for relevancy coding. The first 10% (n = 225) of the posts were coded by both researchers to ensure inter-rater reliability (IRR) (Gwet, 2014). Cohen’s κ was run to determine if there was an agreement between the two rater’s judgment on the relevancy of the post. There was substantial agreement between the two raters’ judgments (κ = 0.98). Once adequate IRR was confirmed, the remaining 2000 posts were divided among the two coders for relevancy coding. Posts that gave some context related to a social media challenge, including a challenge name and/or an indicator of participation, were deemed relevant. Yet, if the post did not involve a social media challenge, it was removed from our dataset. Of the 2,255 initial posts, 1,552 (~69%) were deemed relevant. Conflicts were resolved by forming a consensus among the two coders. Based on the 1,552 relevant posts, we then used BigQuery to retrieve the associated comments (N = 11,941) for the relevant posts.

2.2. Data analysis approach

2.2.1. Qualitative thematic analysis on original posts (RQ1)

To answer RQ1, we conducted a qualitative thematic analysis (Mayring, 2000) on the original posts discussing harmful social media challenges (N = 1,552). First, we familiarized ourselves with the data to generate initial codes (e.g., stranger, known participants, propagation, social commentary). Once initial codes were generated, we group the conceptually related codes together (e.g., stranger and known participants) and assigned a higher-level label, “theme” (e.g., others’ participation). Each code remained as a “subtheme” under the relevant theme. Then, the third and fourth authors coded 10% (n = 153) of the posts to ensure consistency between their codes. Cohen’s κ was run to determine if there was an agreement between the two rater’s judgments on the use of the developed themes and subthemes. The agreement between the two raters’ judgments ranged from substantial agreement (κ = 0.72) to complete agreement (κ = 1.00), depending on themes. The two coders met with the second and last authors to form a consensus on conflicting themes and subthemes and finalize the codebook. Next, the posts were divided between the two coders to finish the coding process. During this process, a couple of new subthemes emerged. In these cases, the second, third, fourth, and last authors met to discuss these new subthemes and determine they needed to be added and revisited the coded data to recode for the emergent subthemes. Through the qualitative content analysis on original posts, we generated five themes including “Others’ Participation” (posts related to other users’ participation in harmful challenges), “Perspectives on the Challenges” (posts expressing
Table 1: Final Codebook for Reddit Posts (N = 1552).

<table>
<thead>
<tr>
<th>Theme Subtheme</th>
<th>Description</th>
<th>Example Post</th>
</tr>
</thead>
<tbody>
<tr>
<td>Others’ Participation (40%, n = 619)</td>
<td>The participant was not known by who shared it.</td>
<td>“Guy does the boiling water challenge”</td>
</tr>
<tr>
<td>Stranger’s Participation (39%, n = 238)</td>
<td>The user did not make it clear if the participant was known or not.</td>
<td>“Cinnamon challenge fail!”</td>
</tr>
<tr>
<td>Unclear Relationship (38%, n = 235)</td>
<td>The participant was stated to be personally known by the user.</td>
<td>“My wife attempting the cinnamon challenge.”</td>
</tr>
<tr>
<td>Known Participant (12%, n = 77)</td>
<td>The participant was someone with a large online following (i.e., actor, professional athlete).</td>
<td>“PewDiePie does the tide pod challenge with an intense twist”</td>
</tr>
<tr>
<td>Public Fig. (11%, n = 66)</td>
<td>The participant was someone with a large online following (i.e., actor, professional athlete).</td>
<td>“PewDiePieSubmissions”</td>
</tr>
<tr>
<td>Perspectives on the Challenge (24%, n = 381)</td>
<td>Posts suggesting a new challenge idea based off of existing challenge(s).</td>
<td>“You’ve heard of the boiling water challenge, and now I present to you the liquid metal challenge”</td>
</tr>
<tr>
<td>Propagation (31%, n = 118)</td>
<td>Posts discussing challenges as social phenomena and/or implications of attempting challenges at a social level.</td>
<td>“First they challenge kids to commit suicide and now they crash the market, we gotta stop this whale!”</td>
</tr>
<tr>
<td>Social Commentary (30%, n = 113)</td>
<td>Posts seeking information about other users’ participation.</td>
<td>Someone I know tried to kill himself doing the cinnamon challenge. I send him this saying it is more effective”</td>
</tr>
<tr>
<td>Critique of Challenges (22%, n = 82)</td>
<td>Posts negatively criticize and/or redicule specific challenges and the participants.</td>
<td>“I’mGoingToHellsForThis”</td>
</tr>
<tr>
<td>Challenge Portrayal (17%, n = 65)</td>
<td>Posts sharing challenge name(s), generally with attached media and short description.</td>
<td>“The real momo challenge”</td>
</tr>
<tr>
<td>Prevention/Raising Awareness (19%, n = 273)</td>
<td>Posts linking external media sources discussing harms of a challenge to raise awareness.</td>
<td>“@washingtonpost: An 11-year old was doused with boiling water at a sleepover. Her mother blames an online challenge. t.co/JqLoYt8PB0”</td>
</tr>
<tr>
<td>Media Sources (93%, n = 255)</td>
<td>Posts including warnings through testimonies and personal experiences.</td>
<td>“Don’t do the Cinnamon Challenge! It’s deadly! It’s pointlesspointless…”</td>
</tr>
<tr>
<td>Cautionary Messages (7%, n = 18)</td>
<td>Posts seeking information about other users’ participation.</td>
<td>“Hey guys any idea about that momo challenge? Any links or vids of proof”</td>
</tr>
<tr>
<td>Information Seeking (10%, n = 154)</td>
<td>Posts seeking information about other users’ participation.</td>
<td>“Hey guys any idea about that momo challenge? Any links or vids of proof”</td>
</tr>
<tr>
<td>Challenge Experience (57%, n = 87)</td>
<td>Posts wanting to know the rules or origins of a challenge.</td>
<td>“Why are people doing stupid internet dares like the tide pod challenge or the bird box challenge?”</td>
</tr>
<tr>
<td>Understanding (23%, n = 36)</td>
<td>Posts discussing past challenges or wondering about next challenge trends.</td>
<td>“When will we see the boiling water challenge?”</td>
</tr>
<tr>
<td>Challenge Trends (20%, n = 31)</td>
<td>Posts discussing past challenges or wondering about next challenge trends.</td>
<td>“When will we see the boiling water challenge?”</td>
</tr>
<tr>
<td>Self-Participation (8%, n = 125)</td>
<td>The user did not specify whether their challenge attempt was successful or not.</td>
<td>“So I tried the cinnamon challenge earlier today”</td>
</tr>
<tr>
<td>Unknown Outcome (4%, n = 54)</td>
<td>The user specifically stated they successfully participated in a challenge.</td>
<td>“I beat the cinnamon challenge...is it a big deal?”</td>
</tr>
<tr>
<td>Successful Attempt (28%, n = 35)</td>
<td>The user was asking for likes and/or views of their attempts or encourage participation.</td>
<td>“My goal is to get my cinnamon challenge video to 30,000 views by the end of the day! Help?!?”</td>
</tr>
<tr>
<td>Solicitation (15%, n = 19)</td>
<td>The user participated in a challenge but failed or ended badly.</td>
<td>“my cinnamon challenge fail”</td>
</tr>
<tr>
<td>Failed Attempt (14%, n = 17)</td>
<td>The user did not specify whether their challenge attempt was successful or not.</td>
<td>“Hey guys any idea about that momo challenge? Any links or vids of proof”</td>
</tr>
</tbody>
</table>

Redditors’ opinion on the harmful challenge) “Prevention/Raising Awareness” (posts trying to prevent and/or raise awareness regarding harmful challenges), “Information Seeking” (posts seeking information related to harmful challenges), and “Self-participation” (posts sharing Redditors’ own experience of participating in harmful challenges), and subthemes under each theme. The final codebook is presented in Table 1. Posts were coded mutually exclusively based on the subtheme in which they fit the best. During the qualitative content analysis, we identified eight distinct harmful social media challenges that were mentioned in original posts. The eight challenges included:

1. Cinnamon Challenge (n = 829): Participants attempt to swallow a spoonful of ground cinnamon in under one minute without the use of water or fluids (Grant-Afiferi et al., 2013).
2. Fire Challenge (n = 189): Participants cover their own bodies with a flammable liquid and then set the liquid on fire (Avery et al., 2016).
3. Tide Pod Challenge (n = 186): Participants place a Tide detergent pod in their mouth, chewing, and often swallowing (Robson, 2019).
5. Blue Whale Challenge (n = 124): Participants are purportedly given 50 tasks over 50 days involving self-harm (e.g., cutting) and completing the last day of suicide (Khasawneh et al., 2021).
6. Suicide Challenge (n = 132): A reference to both the Momo and Blue Whale Challenges (Roth et al., 2020).
7. Boiling Water Challenge (n = 70): Participants pour boiling water on another person, either willingly or by surprise, or participants may attempt to drink boiling water (Gray, 2019).
8. Choking Challenge (n = 9): Participants either strangle themselves or have another person attempt to choke them to deprive their brains of oxygen (Daine et al., 2015).

We note that while most of the challenges involved self-harm, in some cases (e.g., the Boiling Water and Choking Challenges), the challenges involved harm to others. Since Reddit is pseudo-anonymous, we
have no personally identifiable information such as the demographics of the users who made the posts and comments we analyzed. Additionally, the usernames were not included in our data scope.

2.2.2. Topic modeling on comments (RQ2)

To address RQ2, we first subdivided the comments (N = 11,941) based on the five qualitative themes generated from the original posts (Table 1). We did this because we anticipated that different topics would surface depending on how the challenges were being portrayed in the original posts and hence, we wanted to capture nuanced differences in the comments across different themes of original posts. The volume of comments was appropriate for topic modeling (Wallach, 2006) across all themes except for the “self-participation” theme; therefore, we performed content analysis to code for the major topics discussed in this category.

To perform topic modeling, we compared and contrasted two topic modeling approaches - a conventional latent Dirichlet allocation (LDA) topic model (Qiang et al., 2020) and a biterm topic model (BTM) (Yan et al., 2013) - to move forward with the model that works best for our short-sized text data. We chose the two approaches because they both are widely applied for discovering topics from short-sized text data without requiring any prior annotations of the documents. The difference between the two is that with LDA, each document is modeled as a mixture of various topics, and each topic is characterized by a probability distribution over all the words (Qiang et al., 2020), while BTM models the word co-occurrence pattern (i.e., biterms), instead of documents, and uses the aggregated patterns in the whole corpus for the topic learning (Yan et al., 2013). Both models generate the topic words (sets of terms to generate topic) and coherence score (how often the topic words for each topic appear together in a document, closer to zero is better) (Mimno et al., 2011), depending on the number of topics researchers set for the models (K) (see Table A1 in Appendix for details).

Due to its largest size, the comments in the “Others’ Participation” theme (44%, n = 5,271) were used to run both topic modeling approaches on the data. We compared the coherence scores (Yan et al., 2013) and the quality of the topic words generated by the two approaches. Overall, BTM gave us a better average coherence score and more semantically meaningful topic words as compared to the LDA model, hence, we moved forward with BTM for further analysis.

We trained the model using the BTM package in Python 2.7 (Yan, 2020). Using Jupyter Notebooks in Google Colaboratory (Google Colaboratory n.d.), we processed the comments through the normalization steps by 1) removing newline characters and hyperlinks, 2) tokenizing – dividing a text input into tokens such as words or phrases (Albalawi et al., 2020), 3) removing single character words and non-Latin characters, 4) lemmatizing – returning the base of dictionary form of a word to enhance the model’s accuracy (Albalawi et al., 2020), 5) removing stopwords that did not add any semantic value when making the topical inferences, 6) removing words with a term frequency less than 10, 7) filtering out comments with less than 2 and more than 30 tokens (to exclude significantly small and significantly large comments), 8) removing duplicates. After the normalization steps were finished, we listed the top 20 most frequent words found in the comments (N = 7, 092). If the words were not specific enough and meaningful to the analysis, we added those words to the pre-conFig.d stopword list and went through the normalization steps again. We proceeded to analyze the comments for each theme by performing a biterm topic model on them. We conFig.d the biterm model’s hyperparameters according to the previous literature (Yan et al., 2013), where α = 50/K (K is the number of topics) and β = 0.01, and ran the model for 1,000 iterations. We first began with two topics (K = 2) and increased the topic number by increments of one. We measured the coherence score for each number of topics to identify the number of topics that would provide succinct cohesion for the comments under a particular theme (Table 2).

Since BTM generates different sets of topic words depending on the number of topics (K), it is up to the researchers’ discretion to choose the sets of topic words to name topics discussed. Therefore, we reviewed all sets of topic words generated by BTM (K = 2, 3, 4, 5) and went back to our comment data to see which sets of words can be used to best describe the major topics discussed among the comments under the five themes. Then, we used semantic validation to compare the results of the BTM with expert reasoning and confirm that comment groupings into topics made semantic sense (Baumer et al., 2017; Chang et al., 2009). For instance, for the “others’ participation” category, the coherence scores for K = 3 and K = 4 were close and expert reasoning found that topics made more semantic sense when K = 4, thus, K = 4 was selected. The final number of topics chosen by the expert is shown in Table 2.

Next, for each category, we sorted comments by their concentration on a topic and analyzed the top 50 representative responses (i.e., the comments that more likely belonged to a topic) based on the comments’ probability scores generated by BTM. We reviewed the top words generated by BTM and read through the 50 representative comments under all four themes of original posts to deductively name the topics. The five topics generated by topic modeling were “Offensive Commentary,” “Tips and Tricks for Specific Challenge,” “Suicide Challenges,” “Unexpected Tangents,” and “Reddit Moderation.” We recognize that conceptually, the term “topics” are similar to the term “subthemes” that we used to answer RQ1. However, we chose to use the term “topics” here to address RQ2 to distinguish between the harmful challenges discussed among the original posts (RQ1) and among the comments (RQ2). In addition, given a small number of comments in the Self-Participation theme, rather than applying a computational model, we conducted a content analysis of the comments in this theme using the same five topics generated by topic modeling. The five topics we generated from topic modeling and the proportions of topics discussed are shown in Table 3.

Each cell in the table represents a percentage of the topic discussed among the comments under each theme (totaling 100% for each column). The percentage values were generated by BTM except for the self-participation theme. For each topic under the theme, we sorted the top 50 representative comments (i.e., the comments that more likely belonged to a topic) to understand how the topics are discussed in the comments. For the self-participation theme, we report the results of a qualitative content analysis using the five topics generated by topic modeling.

3. Results

3.1. Original posts about harmful social media challenges (RQ1)

In this subsection, we present the main themes that emerged from the original posts and the subthemes identified within each theme, along
with some example quotes from the dataset. To illustrate the themes in detail, we included example quotes with the names of the subreddit from which the comments were taken. The usernames of the example quotes are not included.

3.1.1. Posts about other people participating in the challenges

The most frequent theme among the original posts was “Others’ Participation” in harmful social media challenges (40%, n = 619). In this theme, we observed that the challenges were attempted by the posters’ friends, celebrities, or strangers (not by the original posters themselves). The original posts on this theme mainly discussed others’ participation accompanied by commentaries, often critical, about the persons who are attempting the challenges.

“Complete opposite of ice bucket challenge, stupid girl dumps boiling water on unsuspecting brother as a prank” -r/videos

Furthermore, the posters often included links to or attached different media types (e.g., YouTube videos) in their posts to share the harmful social media challenges. While Redditors were mostly sharing media along with their criticisms, we also aimed to identify the connection between participants and posters. The most mentioned subtheme was “stranger’s participation” (39%, n = 238) in which the posters did not know the participants of the challenges. In this subtheme, the posters describe a stranger who is attempting a challenge as “a man” or “this kid,” making it clear that the poster did not know the participants yet chose to share their attempt. Many of the posts describing strangers’ participation were critical in tone. For example, Redditors often used derogatory words to describe the person performing the challenge to express their disagreement with the participation:

“Dumbass decides to do the ‘boiling water challenge’. :p” -r/ DarwinAwards

The next most frequent subtheme was “Unclear Relationship” (38%, n = 235) where the persons who attempted the challenge were not known by the original posters. The posts under this subtheme were vague about the relationship between the posters and the participants, stating only that a challenge had been completed or not with a media attachment (e.g., photo or video). These posts often included commentary that the challenge “fails,” which added the critical subtext to the post, likely because the Reddit posters had no personal connection to the persons getting hurt by failing the challenges. The following post describes a failed attempt at the Cinnamon Challenge, but the attached YouTube link to the recording of the failed challenge had been removed by the moderator:

“My friend Karl doing the cinnamon challenge, and getting a bloody nose.” -r/videos

The least mentioned subtheme was “Public Fig.” (11%, n = 66) where Redditors posted public Fig.s who are attempting harmful challenges, most often the Cinnamon Challenge. For example, 12 posts were sharing the same video of Maisie Williams, an actress, performing the Cinnamon Challenge. Similar to the posts under the “Known Participant” theme, the tone of the posts in this subtheme was less critical and more lighthearted in nature:

“Maisie Williams does the cinnamon challenge...oh sweet summer child” -r/gameofthrones

In summary, we observed that Redditors most often posted about someone else’s participation in one of the harmful social media challenges. Redditors reacted critically toward the participants when there was no personal relationship established between them and the participants. On the other hand, Redditors tend to become less critical as their connections to the participants became personal (e.g., family and friends).

3.1.2. Perspectives on harmful challenges

The “Perspectives on Harmful Challenges” theme (24%, n = 381) consisted of posts sharing Redditors’ opinions on the potentially harmful challenges. Media attachments were present in half of the posts under this theme, many of which were images or memes making fun of the challenges or videos of fake challenges that are low in physical risks. At the same time, some interactions helped create new challenges. The posts under the “Propagation” subtheme (31%, n = 118) facilitated the harmful social media challenge discourse by suggesting new challenges, both intentionally and unintentionally. Posts in this subtheme often manifested humorous attitudes toward serious challenges. For instance, one Redditor discussed a variant of the Cinnamon Challenge with cocaine which could cause serious health risks to participants:

“Does the cinnamon challenge WITH COCAINE” -r/WTF

The posts under the “Social Commentary” subtheme (30%, n = 113) presented an understanding of the implications of harmful challenges at a social level. For example, there were posts discussing the media coverage of the cinnamon challenge through the lens of the media ecosystem:

“You know it’s a slow news day when they are focused on how dangerous the cinnamon challenge is” -r/news

The posts under the “Critique of Challenge” subtheme (22%, n = 82) were negative in tone as they manifested disagreement with the harmful social media challenge. This subtheme consisted of posts criticizing participants by calling them “stupid” or “idiot.” Similar aggressive words were used to describe the challenges themselves and to express how surprised the Redditors were by the challenges:

“Please tell me this fire challenge started on 4chan or somewhere to troll stupid people.” -r/videos

In the “Challenge Portrayal” subtheme (17%, n = 65), we observed posts with memes and humorous images that reflected the current
popular culture, or video parodies of named challenges. Most of the posts in this subtheme had media attachments with short texts in the title. The posts under this theme rarely had commentary about the challenge itself, rather, they simply presented the name of a challenge and embedded a link to a meme:

“The cinnamon challenge.” -r/fffffffuuuuuuuuuu

In summary, we observed that the pseudo-anonymity of the Reddit communities allowed users to freely express their thoughts. Regardless of intention, some Redditors propagated harmful social media challenges by suggesting new challenges. At the same time, behind a shield of humor, many Redditors criticized the ideas of the harmful challenge, and those who participated in these challenges often used offensive words to emphasize the criticisms.

3.1.3. Prevention/raising awareness of potential dangers of harmful social media challenges

18% (n = 273) of the original posts belonged to the “Prevention/ Raising Awareness” theme in which warnings against the potential dangers of harmful social media challenges dominated. In the posts under this theme, sensationalized words that could appeal to one’s emotion, such as “dangerous,” “deadly,” “warn,” and “kill” were frequently used. Furthermore, referencing authority figures (“MDs,” “Fire Marshall(s),” or the “American Poison Control”) to their claim was a commonality among those posts.

“Charlotte woman arrested after teen burned in Facebook fire challenge” -r/news

In the majority of the posts, Redditors attached “Media Sources” (93%, n = 255) outside of Reddit (e.g., news articles or videos from other social media platforms) to support their warnings against the challenges. The following is an example of a post referring to the consequences of the fire challenge with a video attached that shows the second-degree burns a participant acquired after attempting the challenge, along with the bandages and medication needed to heal his wounds:

“The white guy, who posted the fire challenge, shows an extended aftermath.” -r/videos

Media attachments were critical to the prevention/raising awareness theme as they added credibility to the post. We also observed some posts that share “Cautionary Messages” (7%, n = 18), more personal perspectives on the challenges and advice toward the challenge participants. In the following post, a Redditor expresses their personal opinion about the alleged leader and intentions behind the Momo challenge:

“Guy exposes the people who were behind, and were profiting off of, the exploitation of children through the momo challenge.” -r/youtube

Original posts discussing more severe consequences were frequently observed in this theme. The cautionary messages related to high-risk challenges such as “suicide,” “fire,” or “Blue Whale” appeared more than twice as frequently as those related to “Tide Pod” and “Cinnamon” did. The titles of the posts related to high-risk challenges resembled the news headline without humorous tones.

“Pradesh police increase efforts to stop the spread of ‘Blue Whale’ challenge, an online challenge ending in the player’s suicide.” -r/worldnews

As seen from the above, Redditors took the high-risk challenges seriously and tried to warn fellow Redditors against the negative consequences of participating in harmful challenges. The posts under the “Prevention/Raising awareness” theme surfaced with the idea that the Reddit platform can potentially be used to increase risk awareness and prevent participation in harmful social media challenges.

3.1.4. Seeking information about harmful challenges

The “Information Seeking” theme (10%, n = 154) included posts inquiring about what the challenges are about, as well as, those seeking to learn about others’ experiences in participating in harmful challenges. The posts under this theme can be characterized by active interactions among Redditors as they navigated the information regarding harmful social media challenges.

“What are the exact 50 challenges in the "blue whale challenge"?” -r/ morbidquestions

Most of the posts did not have media attachments as Redditors asked questions about other Redditors’ personal experiences of challenge participation. Some Redditors were seeking to understand the rules and motivations behind the challenges and participation, and others were recollecting past challenges. The posts under the “Challenge Experience” subtheme (57%, n = 87) asked questions to participants regarding their experience with the challenge such as how the challenge went. Some Redditors asked for links for the high-risk challenges such as Momo and Blue Whale Challenge to consider participating in them despite their dangerous nature.

“Can anyone give me a genuine link that includes the momo challenge?” -r/NoStupidQuestions

The posts inquiring about the challenge experiences and seeking for information to attempt the challenge gave us insights into how potential participants may be drawn or exposed to harmful challenges on Reddit. In contrast, posts under the “Understanding Challenge” (23%, n = 36) questioned the reasoning behind participation or the purpose/origins of a challenge of posts. Some Redditors doubted the authenticity of the high-risk challenges such as the Momo challenge and BWC aided by a general lack of understanding of the purpose of the challenges.

“What’s the story with the tide pod challenge, As in, Is it a meme that got out of control, or was it actually intended to be attempted?” -r/ AskReddit

Under the “Challenge Trend” subtheme (20%, n = 31), Redditors also shared posts that recollected old social media challenges or drew comparisons to older challenges to develop new challenges. Posts within this subtheme reminded past social media challenges and at times wondered how the trend in challenges will evolve.

“Older people of reddit, what was your 'tide pod challenge' as a kid?” -r/AskReddit

“What trendy Internet challenge would you create like the tide pod challenge?” -r/AskReddit

In summary, Redditors sought information about harmful challenges such as what they were, how they were started, and how to get involved. Oftentimes, Redditors expressed a lack of understanding of harmful challenges, thus, facilitating the discussion of challenges by posting about them on Reddit.

3.1.5. Sharing self-made content and personal experiences of harmful challenges

The “Self-Participation” theme (8%, n = 125) was the least frequently discussed theme among the original posts. The posts under this theme provided a first-hand perspective of harmful social media challenges such as the experiences with the challenges and descriptions of how the Redditors either failed or completed the challenge. In the following post, a Redditor expresses the reaction after completing the Cinnamon Challenge with a link to moving images:

“MRW I complete the cinnamon challenge” -r/MRW

By attaching media files, the original posters expressed how their experiences of the challenges went. For instance, the videos revealed the posters’ attempts and the images often included memes that showed regret or made fun of their participation. Those who failed challenges expressed their failures often in a light tone, joking about themselves participating in the challenge. In some cases, Redditors were making fun
of their younger selves and their prior choices to participate in the challenges retrospectively:

“Hey /r/teenagers, have a laugh at 12 year old me attempting to do the cinnamon challenge. I can’t even watch the whole thing.” -r/teenagers

Overall, 14% (n = 17) of the posts stated that they (Redditors) failed the challenge, while 28% (n = 35) claimed that they successfully completed a challenge and wanted to talk about their experiences. For 43% (n = 54) of the posts, Redditors did not specify if their attempt was successful or not. The posts in this theme can be characterized by a light and self-reflective tone compared to the “Others’ Participation” theme as we observed less of a harmful and derogatory tone in the posts:

“Our cinnamon challenge went very wrong - but not the way I expected [Video]” -r/teenagers

While the motivation behind attempting a challenge was usually unclear, Redditors sometimes mentioned the influence of social influence on their decision to attempt the challenge.

“Decided to jump on the bandwagon and try the tide pod challenge...” -r/HotVids

Meanwhile, 15% (n = 19) of the posts in this theme were asking for views, likes, and comments for attempting challenges. The posters of this type of post were seeking encouragement from other Redditors to attempt one of the potentially harmful challenges or trying to promote content involving their participation in the challenges. In the following example, a Redditor is seeking attention (upvotes) from other Redditors by announcing their willingness to participate in harmful challenges:

“If this post gets over 500 upvotes I will try to drink whole gallon of milk, eat a ghost pepper and take the cinnamon challenge back to back.” -r/AskReddit

“My goal is to get my cinnamon challenge video to 30,000 views by the end of the day! Help??!” -r/youtube

In summary, sharing experiences of participating in challenges and self-reflection on challenges from the first-person perspectives was representative of the “Self-Participation” theme. The posts under this theme showed that few Redditors were engaged in harmful challenges (mostly low-risk challenges such as Cinnamon Challenge) or were willing to participate in the challenge for attention.

3.2. Comments shared in response to posts about harmful challenges (RQ2)

In this subsection, we present the five topics that were discussed in comments across five different themes in the original posts. To illustrate the topics in detail, we included the example comments with the names of the subreddit from which the comments were taken.

3.2.1. Offensive commentary

The “Offensive Commentary” topic was present across multiple themes, including Others’ Participation (74.9%, n = 2510), Perspectives on Challenge (55%, n = 708), and Prevention/Raising Awareness (84%, n = 881) themes. In the comments discussing this topic, Redditors mostly considered participants of harmful social media challenges as “stupid” or “dumb,” often referencing “Darwin” and “natural selection,” to imply that their stupidity would lead to their demise. For example, under the “Others’ Participation” theme, Redditors usually commented about participants of the Fire Challenge using the phrase “natural selection,” as if they are happy to see the participants getting hurt by the challenge:

“Nope, don’t feel bad for these people whatsoever. Glad that natural selection is finally putting some pressure on the idiots.” -r/videos

Even in the comments under the “Prevention/Raising Awareness” theme, where the original posters tried to promote prevention and awareness of harmful social media challenges, Redditors called participants of harmful challenges “idiots” and “stupid.” Instead of engaging in constructive discourse on promoting risk prevention and awareness, some Redditors expressed that the participants deserved negative consequences and that they wanted “stupid” enough participants to go ahead and hurt themselves:

“If you are stupid enough to do this you actually do deserve to get injured...” -r/notheonion

In another example, a funny video of a man doing the Cinnamon Challenge generated a considerable number of offensive commentaries such as how the man looked “pathetic” or simply tried to get more likes and attention by hurting himself and performing the Cinnamon Challenge. Even though the video was fun to watch for many Redditors, some expressed mixed feelings toward the man who put himself at inherent risk to get more attention:

“Who the fuck is that guy? Oh my God, I hate him! He looks like he’s 30 and dicking around like a retarded kid. Goddamn it, now I have to take a drink. Jesus fuck!” -r/cringe

In extreme cases, Redditors not only ridiculed but also expressed hate speech toward the participants of the challenges. For example, in the comments under the “Others’ Participation” theme, Redditors were laughing at a participant of the Cinnamon Challenge, calling him a “fat” and “midget” and using racially charged messages to make fun of participants:

“A black midget... What’s the point of being black when you live inside a mountain.” -r/videos

Overall, in most offensive commentaries, the Redditors ridiculed and criticized the participants of harmful social media challenges in an aggressive and sarcastic tone. Even in the comment thread whose purpose was to promote risk prevention and raise awareness, Redditors still shamed people who attempted those challenges, rather than sharing constructive opinions.

3.2.2. Tips and tricks for specific challenges

Providing “Tips and Tricks for Specific Challenges” was another prevalent topic across Others’ Participation (16%, n = 536), Perspectives on Challenge (32%, n = 411), Information Seeking (19%, n = 257), and Self-Participation (10%, n = 6) themes. In these comments, Redditors usually provided recommendations on how to perform a specific challenge or described the strategies that could help perform the challenge successfully (i.e., without getting hurt badly). Some Redditors supported others’ comments by adding scientific knowledge to explain how the challenge works. Likewise, Redditors often referred to their experience or the experiences of others who attempted that challenge to demonstrate how the challenge should be done properly:

“Not that difficult if you know what you’re doing. Just take a spoonful of cinnamon and prepare to sit and do absolutely nothing but wait for your mouth to slowly work up moisture. Just make sure not to get any in your throat (don’t breathe through your mouth, try to swallow any, or talk) and you should be fine if you wait it out.” -r/AskReddit
Interestingly, we found that new challenges were propagated through comments, where Redditors provided recommendations on how to adjust the harmful challenges to make them easier to accomplish without severe consequences or provided more explanations on how the challenge works and affects the human body. For example, in the comments under the “Perspectives on Challenges” theme, we identified that a new challenge called Hot Chili Pepper Challenge was suggested and how pepper can change one’s body temperature and, thus, cause the shivering of the participant. In the following example, a Redditor mentioned multiple harmful challenges and how completing one challenge can help the participant to manage the other challenges:

“If he does the gallon of milk last he might have a shot. That’s assuming he’s one of the very small percentage of people who can physically pull it off. If he does them all concurrently the only real problem would still be the physical volume of the milk. The milk would most certainly make the ghost pepper and cinnamon challenge manageable.” -/r/AskReddit

Overall, we found that Redditors helped others navigate harmful social media challenges. Sometimes, Redditors help others ease the consequences of harmful social media challenges by providing strategies based on their personal experience or the experiences of others. In doing so, some Redditors propagated ideas for new challenges.

### 3.2.3. Suicide challenges

In the Information Seeking theme (59%, n = 798), Redditors discussed topics related to “Suicide Challenges” such as Momo and Blue Whale Challenges. For the suicide challenges, Redditors mostly asked questions about the suicide challenges out of curiosity (e.g., what the challenge is, when and where it started, etc.). Some Redditors expressed the negative emotions that they felt while watching the videos related to suicide challenges.

“That’s (video regarding Momo Challenge) terrifying Jesus” -/r/NoStupidQuestions

Given the senseless nature of suicide challenges, many Redditors claimed that the challenges are hoaxes, not real phenomena and that the sources of information related to suicidal challenges are unreliable.

“Apparently it’s just a hoax, and the few numbers that *work* are fake too...” -/r/AskReddit

“I’ve seen a million warning posts, but not a single legitimate post citing a child that was injured or showing a video with Momo embedded in a video...” -/r/creepypasta

Redditors sometimes initiated discussions around the suicide challenge at a social level. For instance, some Redditors asked if there are larger problems underlying the phenomena of suicide challenges:

“Are Indian teenagers really committing suicide because of the Blue whale challenge? Nope. It’s just kulcha blaming blue whale. They are committing suicide due to depression financial issue unable to find a job and study pressure.” -/r/india

“I swear this stuff is just mapping the information networks of various social groups for the purposes of opinion manipulation.” -/r/worldnews

Unlike other topics, we found that comments discussing suicide challenges emerged exclusively under the “Information Seeking” theme. Although the suicide challenges (Momo Challenge and BWC) were frequently discussed in the original posts under other themes (e.g., Prevention/Raising Awareness theme), those posts did not motivate active discussions among Redditors in the comments. That is, Redditors tend not to actively engage with posts discussing high-risk challenges in their comments.

#### 3.2.4. Unexpected tangents

Some of the comments were not necessarily about the challenges themselves. We labeled these “off-topics” that did not fit cohesively with one another as “Unexpected Tangents.” For instance, in the Others’ Participation theme (4%, n = 134), Redditors talked about a video of a boy doing the Cinnamon Challenge and a father blaming his son for participating in the challenge and calling him “eejit” or “idiot.” This video has been shared on the Reddit platform for many years and sparked a lot of discussion among Redditors, where they argued about the differences between the word “eejit” in Irish and “idiot” in English. Overall, most of the Redditors agreed with the father calling his son “idiot,” in a humorous ironic tone:

“Angry is just the default Irish response to someone doing something stupid. It’s the anger of love...” -/r/videos

In the Prevention/Raising Awareness theme (10%, n = 105), many Redditors discussed a police officer (or “cop”) who pressured a clerk to swallow a tablespoon of cinnamon and eat 10 crackers in less than a minute. Although some Redditors condemned the officer’s behavior by saying how unlawful this was, the majority of the Redditors discussed something other than the challenge itself:

“These cops actually seem funny. Also, I love how the article makes it seem like ADHD is some kind of mental retardation.” -/r/CFB

In the Self-Participation theme (90%, n = 56), Redditors discussed in detail the challenges in which the original posters claimed to participate. For example, when one Redditor posted that they decided to attempt Boiling Water Challenge, Redditors reacted to the post by discussing off-topics such as what solar can do or how to survive a heat wave in a humorous tone.

“Beaver events are funny in the hot, I think they should have to leave from a different side than they enter” -/r/RimWorld

Overall, we observed some Redditors engaged with posts about harmful social media challenges by shifting the discussion topics to “off-topics” that are not closely related to the challenges. When discussing those tangential topics, Redditors tend to express their opinions in a humorous or ironic tone.

#### 3.2.5. Reddit moderation

One of the topics that emerged consistently across multiple post themes was “Reddit Moderation” posted by human moderators or Reddit bots. The moderation comments were observed in all post themes except for the “Self-Participation” theme (likely due to its small number of comments). The moderation comments were intended for both the original post and the comments. For instance, some moderation comments were to inform or warn the Redditors about the removal of the original posts due to a violation of the subreddits’ rules:

“We loved your submission, “The new tide pod challenge”, but it has been removed because it doesn’t quite abide by our rules, which are located in the sidebar.” -/r/wholesomememes

Particularly, personally identifiable information was strongly protected by community rules so that Redditors can freely share their opinion on sensitive topics without worrying about brigading (e.g., a coordinated attack by a group of users) and harassment.
“Please censor all information that can be used to identify a person. This includes, but is not limited to: first and last names, usernames (including your own), the symbol next to your username identifying it as your own, your own stupid comments tagging the sub, profile pictures where a person’s face is visible, subreddit, group, and online community names, titles of specific posts, and other information like locations (city, state, etc.), addresses and license plates. This is to prevent brigading and harassment, so we take this rule very seriously” - /r/iamverybadass

Offentimes, the comments were removed because the commenting Redditors’ accounts did not have enough karma or account age required by the subreddit rules. The minimum requirements to submit comments varied depending on the subreddits and they acted as a preventive mechanism against spam messages posted by new Redditors.

“This post has been removed due to Rule 9. This is a forum for reputable investors. Your account must be older than 7 days and have at least 50 comment karma to post.” - /r/MemeEconomy

Finally, we found some moderation comments to warn Redditors against posting jokes or off-topic comments. The following example comment explicitly describes that comments that do not conform to the rules of “serious replied only” set by the original poster will be removed:

“**Attention! ** Please keep in mind that the OP (original poster) of this thread has chosen to mark this post with the **[Serious] replies only** tag, therefore any replies that are jokes, puns, off-topic, or are otherwise non-contributory will be removed. If you see others posting comments that violate this tag, please report them to the mods!” - /r/AskReddit

From the above example, we could see that not only community rules that were collectively set by a group of Redditors, but also rules and standards set by an individual Redditor can shape the norms and expected behaviors on Reddit. Overall, different community rules and expectations were set by Redditors within the subreddits and actively enforced by moderating mechanisms. That is, community rules and moderation policies helped set social norms and expected behaviors on subreddits.

4. Discussion

In this study, we explored how harmful social media challenges are discussed on Reddit. Below, we discuss the implications of our major findings through the lens of affordances and social norms of Reddit. Then we suggest design implications to prevent the spread of social media challenges that promote self-harm.

4.1. Reddit: Where self-harming posts do not prevail, but offensive comments do

Our results confirmed that rather than posting their own participants in harmful challenges, most Redditors shared videos or images of others participating in harmful challenges posted on other platforms (i.e., YouTube and Twitter). One explanation for low instances of self-participation posts could be the low-identity affordance of Reddit (i.e., pseudo-anonymity). First, when we looked at the Reddit moderation comments, it was clear that the pseudo-anonymity policy was strictly enforced by Reddit moderation. Since sharing self-participation posts can potentially reveal one’s identity and violate the platform-wise rules, Redditors may have refrained from sharing videos or images of self-participation.

Another explanation for low instances of self-participation could be the lack of social pressures to participate in harmful social media challenges on Reddit. According to previous literature, social pressure (perceived peer influence on participants’ social sharing behaviors) may impact individuals’ behavior (Maheux et al., 2020). Especially, on social media platforms with high-identity affordances (e.g., Facebook), social pressure to share viral content on social media positively affects individuals’ willingness to participate in viral communications (e.g., viral social media challenges) (Abraham et al., 2022; Borges-Tiago et al., 2019; Roth et al., 2021). Our results indicate that pseudo-anonymity, the low-identity affordance on Reddit, could lower social pressure on Redditors to participate in harmful challenges and share self-participation content with their networks. Taken together, the low-identity affordances of Reddit could contribute to Redditors discussing others’ participation rather than sharing their own participation.

Meanwhile, our results showed that offensive expressions prevail among comments to mainly highlight Redditor’s criticism toward the participants of harmful social media challenges. Even the comments under the posts whose nature is to prevent risks and raise awareness did not take the discussion seriously, but rather continue to ridicule the participants of harmful challenges. According to deindividuation theory, when others cannot identify and no one can evaluate them, individuals are less concerned about social evaluations, hence, lose inner restraints and allow uninhibited behavior to be released (Festinger et al., 1963). On the one hand, the pseudo-anonymity of Reddit allowed its users to share their opinion without being afraid of social judgment or pressure. On the other hand, the low identity afforded by Reddit motivated Redditors to lose their inner restraints and react aggressively toward the participants of harmful social media challenges. This way, the low identity affordance of Reddit could have impacted the prevalence of offensive comments discussing harmful social media challenges.

Given that most offensive commentaries were intended to highlight the negative perceptions toward the idea or participants of harmful social media challenges (rather than to attack other Redditors discussing the same topic), we acknowledge that some level of offensive comments may help set social norms against harmful social media challenges. At the same time, we worry that if inflammatory posts and comments (e.g., mocking other people or abusive verbal attacks) are not properly moderated, this can also contribute to creating environments where the use of inflammatory expressions becomes a norm and culture. In addition, such inflammatory posts and comments may push others in an opposite direction than constructive discussion to demote harmful social media challenges. More importantly, we recognize that the reactions to offensive commentaries can be much more complex than we can foresee. Hence, future work should address moderation mechanisms to reduce offensive commentary to help create healthy norms and cultures to support vulnerable populations rather than ridicule and mock them with abusive language.

4.2. Reddit: The place where harmful social media challenges are not valued

Our results confirmed that the majority of the original posts about harmful social media challenges were critical in tone and that many comments contained negative reactions to the idea of participating in those challenges. That is, there was a dominating theme among original posts and comments that harmful social media challenges are not welcomed. According to social norms theory, social media users are likely to observe the dominating themes among prior posters in their social networks and use those themes to develop social norms and to determine “appropriate” behavior (Festinger, 1954; Khasawneh et al., 2019). In addition, individuals learn what is acceptable and what is not by observing others and behave in ways that they can expect rewarding consequences (Bandura & Walters, 1977). That means, when Redditors
observed original posts criticizing harmful social media challenges, they may perceive that harmful social media challenges are not appreciated in their communities, hence, being critical of the challenges is appropriate behavior. Similarly, when Redditors witnessed comments against the idea of participating in harmful social media challenges, fellow Redditors could realize that criticizing the challenges is an expected norm on Reddit. In this way, Redditors can create strong social norms and cultures around the discussion of harmful social media challenges in ways that such challenges are not valued in their communities.

Furthermore, our results showed that the unique social affordances of Reddit (i.e., upvotes and downvotes) can contribute to reinforcing the social norms and cultures surrounding the discussion of harmful social media challenges on Reddit. For instance, Redditors were motivated to post comments criticizing the participants of the challenge to get more “upvotes” from fellow Redditors so that their comments can be promoted or to get more “Karma” or “Awards.” At the same time, they were demotivated to post comments encouraging participation in harmful challenges because they did not want their comments to be downvoted and demoted. Unlike Reddit, most social media platforms (e.g., Facebook, Instagram, Twitter) do not have social features such as upvotes/downvotes. Although YouTube has similar features (i.e., likes/dislikes), the number of likes/dislikes does not affect whether the videos are promoted/demoted. Therefore, in most social media platforms, it would be difficult to observe social norms similar to what we observed on Reddit. As such, the unique social affordance of Reddit such as upvotes/downvotes could have played important roles in shaping the discourse of harmful social media challenges on Reddit.

Additionally, our results confirmed that suicide challenges (e.g., Momo or BWC) or new challenge ideas were not frequently discussed among Redditors. This could be due to another unique social affordance of Reddit, “subreddit rules” and “moderation.” In our dataset, some comments were removed by moderators due to a violation of community rules or rules set by the original posters (e.g., Facebook, Instagram, Twitter) do not have social features such as upvotes/downvotes. Although YouTube has similar features (i.e., likes/dislikes), the number of likes/dislikes does not affect whether the videos are promoted/demoted. Therefore, in most social media platforms, it would be difficult to observe social norms similar to what we observed on Reddit. As such, the unique social affordance of Reddit such as upvotes/downvotes could have played important roles in shaping the discourse of harmful social media challenges on Reddit.

Since incorporating rules and guidelines itself does not warrant users to follow them (Khasawneh et al., 2019), there should be appropriate moderation measures in place. As moderating all self-harming and abusive content is labor-intensive, automated algorithms can help detect and moderate such content in scale. For instance, machine learning algorithms can be used to alert community moderators about self-harming or abusive content so that they can proactively ask the users to remove or edit such content before it is posted. By reducing the density and volume of risky content, social media platforms can contribute to reducing the behavioral contagion effect which has motivated individuals to attempt risky behavior because others are doing it (Polansky et al., 1950). In addition, this will help social media platforms to reduce the chances of self-harming content and offensive comments being publicly available and adversely impacting the mental health of vulnerable populations.

At the same time, our results also confirmed that social modeling of

4.3. Implications and applications

The accessibility of suicide-related information on social media can negatively influence the mental health of vulnerable populations to attempt suicide (Gould et al., 2003; Nock, 2008). At the same time, it can provide preventive information and resources for those who seek help (Robert et al., 2015). To minimize the spread of harmful social media challenges and nourish healthy conversations in online communities, we advise the following strategies.

First, social media platforms can design features to provide guidelines for creating safe content. For example, the Reddit platform recently incorporated a banner (including helpful links to external websites) on its main page regarding COVID-19 acknowledging Redditors to stay safe and informed. The same approach can be implemented in the communities discussing social media challenges (e.g., ‘r/Challenges’, ‘r/StupidChallenges’, etc.). Other social media platforms can also implement advisory warnings of potentially harmful social media challenges to help raise awareness. Social media platforms can also consider designing social features that could incentivize users for reporting others’ posts or comments sharing/suggesting harmful social media challenges. For instance, recently the Reddit platform added a feature to flag posts and comments as self-harming behavior and teamed up with “Crisis Text Line” to support users who might be suicidal or hurt themselves (Mitr-off, 2020). They can also consider rewarding users (e.g., giving social currency) for flagging self-harming content or reporting those who indicated participation in self-harming behaviors to motivate users to actively pay attention to and support those who are at risk. Other social media platforms can add similar features to support their users who could potentially be at risk of self-harm.

As seen from our study, community rules and guidelines help set social norms and expected behaviors within the community. Therefore, we urge online communities to incorporate appropriate rules and guidelines to help users set positive social norms for raising awareness and prevention of self-harming behaviors. For instance, online communities can consider creating rules where sharing self-harming content must be devalued (e.g., downvote, dislike) or even posting self-harming content is banned to actively demotivate users to share such content. This way, social media platforms can clearly signal to their users that risky content is not acceptable in their communities, hence, contributing to creating social norms and culture toward a safe online environment. We also acknowledge the necessity of setting community rules to reduce offensive comments toward participants of harmful social media challenges. The problem of offensive comments can grow in scale because public posts (such as Reddit posts) may be seen by many. More importantly, viewing such comments may have a serious impact on the most vulnerable populations who seek help. Therefore, social media platforms should set clear community rules against posting offensive commentary toward participants of harmful challenges to promote positive social norms around prevention and awareness, rather than abusive norms toward the participants.

Since incorporating rules and guidelines itself does not warrant users to follow them (Khasawneh et al., 2019), there should be appropriate moderation measures in place. As moderating all self-harming and abusive content is labor-intensive, automated algorithms can help detect and moderate such content in scale. For instance, machine learning algorithms can be used to alert community moderators about self-harming or abusive content so that they can proactively ask the users to remove or edit such content before it is posted. By reducing the density and volume of risky content, social media platforms can contribute to reducing the behavioral contagion effect which has motivated individuals to attempt risky behavior because others are doing it (Polansky et al., 1950). In addition, this will help social media platforms to reduce the chances of self-harming content and offensive comments being publicly available and adversely impacting the mental health of vulnerable populations.
positive norms can be an effective intervention strategy to reduce the creation and spread of harmful social media challenges. Given that positive challenges were more likely to encourage others to participate than negative challenges (Abraham et al., 2022), social media platforms can proactively create and spread positive online content that promotes positive challenges or raises awareness about risky challenges on their platforms. Finally, online communities can also consider adding social features that allow users to moderate self-harming and offensive content themselves. This will also help users to be actively involved in creating strong social norms and cultures where self-harming challenges and verbal attacks are not welcomed. Creating and enforcing positive community rules, along with proper moderation measures will help ensure positive social norms are set for risk prevention and raising awareness toward the harmful social media challenges and eventually promote the mental health of social media users.

4.4. Limitations and Future Work

Due to Reddit’s policy of user anonymity, we were unable to ascertain the demographic information of the Redditors included in our dataset. Therefore, we cannot make generalizable statements regarding our results to specific populations. Future research can examine how harmful challenges are discussed on other social media platforms with various populations. Second, our dataset was scoped based on keywords identified through an exploratory and iterative process. Therefore, other keywords may have yielded other challenges, themes, and topics beyond those that were identified in our results. For example, “social media” AND “challenge” could have given us results with more neutral tones, while “challenge” AND “death” might have given us more results with a critical or warning style. Future work should investigate a wider variety of harmful social media challenges, especially those that are emerging.

In addition, the dataset that we obtained through BigQuery did not contain posts and comments that had been removed by Reddit moderation, and, thus, more risky content (e.g., inflammatory comments) may have already been deleted prior to our analysis. Also, we focused on the analysis of digital trace data to examine the discourse on harmful social media challenges on Reddit. Hence, we were not able to identify the underlying emotions and/or motivations of the Redditors who posted or commented regarding harmful social media challenges. Future work can utilize other empirical methods, such as interviews, surveys, or focus groups to explore the motivations or emotions of users discussing harmful social media challenges.

Finally, while there was a dominating theme among original posts and comments that harmful social media challenges are not welcomed, we found some posts and comments where Redditors were providing tips about how to participate and suggesting new challenges. This means that for some Redditors, the online discussion could potentially be a place where harmful challenges are encouraged or originate. Along with analysis of user posts and comments, future work can explore network features of user posts and comments (e.g., upvote/downvote) to determine which types of posts were encouraged or propagated, and how the propagation could have been subjected to social influence.

5. Impact statement

This study was one of the first to examine the discourse on harmful social media challenges on Reddit from the perspective of affordances. Through qualitative content analysis and topic modeling, we found that the overall tone of the discourse on harmful social media challenges was critical and that self-harming content did not prevail on Reddit. We explained that low-identity affordance of Reddit contributed to low instances of self-harming content. Also, we argued that the social affordances of Reddit helped create social norms and cultures where sharing/suggesting harmful social media challenges is not welcomed. We highlight that designing affordances to set positive social norms and culture is important to creating healthy online communities that promote risk prevention and raise awareness toward harmful social media challenges. Our work provides the basis for developing interventions to mitigate the risks associated with social media use and promote the well-being of social media users.
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Appendix

Method: Topic modeling

Table A1 shows the average coherence scores and topic words generated by LDA and BTM.

<table>
<thead>
<tr>
<th>Topic Model</th>
<th>Topic 1</th>
<th>Topic 2</th>
<th>Topic 3</th>
<th>Topic 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA (avg. coherence: -136.04)</td>
<td>cinnamon, go, fire, eat, never, take, die, try, mouth, love, year, happen, find, use, maybe, look, hold, keep, old, stop</td>
<td>people, kid, post, right, get, say, guy, meme, stupid, cause, fucking, video, tell, teacher, probably, show, wrong, person, bit, least</td>
<td>lung, water, cinnamon, give, lol, bot, get, sure, thank, try, first, question, cough, guess, breathe, talk, link, make, remember, eat</td>
<td>people, video, think, comment, make, sound, man, day, watch, back, feel, life, kill, thing, word, mean, real, fuck, ever, idiot word, irish, idiot, fire, eejit, people, use, top, dad, swear, joke, sell, part, person, accent, sound, first, different, wrong, call</td>
</tr>
<tr>
<td>BTM (avg. coherence: -82.89)</td>
<td>video, people, guy, cinnamon, watch, try, kid, stupid, tell, friend, seem, fucking, man, eat, year, never, show, pretty, comment, youtube</td>
<td>people, kid, post, right, get, say, guy, meme, stupid, cause, fucking, video, tell, teacher, probably, show, wrong, person, bit, least</td>
<td>lung, water, cinnamon, give, lol, bot, get, sure, thank, try, first, question, cough, guess, breathe, talk, link, make, remember, eat</td>
<td>people, video, think, comment, make, sound, man, day, watch, back, feel, life, kill, thing, word, mean, real, fuck, ever, idiot word, irish, idiot, fire, eejit, people, use, top, dad, swear, joke, sell, part, person, accent, sound, first, different, wrong, call</td>
</tr>
</tbody>
</table>

Table A1 Average coherence scores on the top 20 words in topics generated by LDA and BTM.


