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Abstract

Feasible and developmentally appropriate sociotechnical approaches for pro-
tecting youth from online risks have become a paramount concern among
human-computer interaction research communities. Therefore, we conducted
38 interviews with entrepreneurs, IT professionals, clinicians, educators, and
researchers who currently work in the space of youth online safety to under-
stand the different sociotechnical approaches they proposed to keep youth safe
online, while overcoming key challenges associated with these approaches. We
identified three approaches taken among these stakeholders, which included 1)
leveraging artificial intelligence (AI)/machine learning to detect risks, 2) building
security/safety tools, and 3) developing new forms of parental control software.
The trade-offs between privacy and protection, as well as other tensions among
different stakeholders (e.g., tensions toward the big-tech companies) arose as
major challenges, followed by the subjective nature of risk, lack of necessary
but proprietary data, and costs to develop these technical solutions. To over-
come the challenges, solutions such as building centralized and multi-disciplinary
collaborations, creating sustainable business plans, prioritizing human-centered
approaches, and leveraging state-of-art AI were suggested. Our contribution to
the body of literature is providing evidence-based implications for the design of
sociotechnical solutions to keep youth safe online.
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1 Introduction

Internet and social media have become a significant part of teenagers’ lives. According
to Pew Research, 97% of teens (ages 13-17) in the U.S. go online daily, 95% have
access to smartphones, and 95% engage on one or more social media platforms [1].
The prevalent use of mobile smartphones and social media facilitated a wide array
of benefits such as social connections and learning [2], but it also amplified online
risks [3]. In 2022, almost half of U.S. teens reported having experienced online risks
ranging from harassment, sexual messages, and threats [4]. Given the adverse impacts
of such risks on youth [5], the phenomena of youth online risk are now one of the
critical concerns to many [6–8].

Youth online safety solutions have been investigated through a sociotechnical lens
as they are instances of work systems that Sociotechnical Theories (STS) view as
being comprised of social and technical subsystems [9]. Literature on the sociotech-
nical solutions to teen online safety often puts a strong emphasis on parental control
strategies (i.e., parental control app) [10–12] and this has led to sociotechnical design
practices for creating privacy-invasive parental control solutions that overly restricts
and monitors teens’ online activities [13, 14]. Such surveillance-based and privacy-
invasive strategies may shield teens from online risks but at the cost of exacerbating
the privacy tensions between parents and teens [15–18].

Researchers have conceptualized more collaborative technologies that move away
from surveillance-based approaches to ones that engage both teens and parents for
digital well-being [13, 14, 19–22]. Existing research on adolescent online safety tends
to focus on exploring the perspectives of teens and parents, the primary stakeholders,
in terms of safety strategies implemented by parents, tensions in parent-teen rela-
tionships, privacy implications, and more. However, the perspectives of the secondary
stakeholders (e.g., IT professionals) who play a pivotal role by creating the online
safety interventions used by the primary stakeholders are rarely explored. In this
work, we bring into focus the viewpoints of members of this population by expound-
ing on their perspectives as inventors, implementors, and investigators of youth online
safety solutions. In doing this, we address the following research questions:

• RQ1: How do stakeholders in the domain of youth online safety approach the prob-
lem of youth online risk to keep youth safe online? And what are the challenges
associated with sociotechnical approaches towards adolescent online safety?

• RQ2: How might we overcome these sociotechnical challenges and make strides in
protecting youth online?

To answer these questions, we conducted 38 semi-structured interviews with a
variety of youth online safety stakeholders. In analyzing our results, we found that
stakeholders take three main sociotechnical approaches to youth online safety: 1) online
risk detection using Artificial Intelligence (AI) and Machine Learning (ML), 2) gener-
alized approaches such as providing implementation support, and 3) creating parental
control software. However, they identify significant challenges in these approaches such
as identifying accountability, issues collecting and using youth data, issues provid-
ing privacy guarantees, and providing accurate results. We found that the solutions
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to these issues are thought to be rooted in creating sustainable solutions that have
temporal resilience, and ensuring technology solutions are designed using multidisci-
plinary input. By engaging closely with the secondary stakeholders’ views, our paper
is the first research paper to systematically unpack the ecosystem of online safety, the
tension between privacy and protection, the role of legislation, and the expectation of
parents fulfilling a role. We highlight the novel insights from those stakeholders such
as increasing antagonism towards big tech and how this tension can put companies off
trying to develop tools in this space, and how there can be a lack of access to data for
small players in this space. Based on our findings, we recommend specific solutions
that can be actually implemented for concrete changes and impacts they may have
on adolescent online safety. The rest of this paper is structured as follows: Section 2
provides study participant criteria and recruitment strategy, Section 4 presents the
qualitative analysis of the participant interviews, Section 5 presents an evaluation
of the results including implications for designing youth online safety solutions, and
Section 6 concludes the paper.

2 Related Work

Youth Online Safety: The growth of online and social networks has spawned more
privacy and security risks to youth than ever before. In response, youth online safety
literature has emerged over the past two decades. Scholars from various fields have
examined a wide range of topics such as the definition, characteristics, prevalence, and
perceptions of different online risk experiences [23–28], adverse impacts of online risks
on youth [29, 30], and strategies to counter online risks [19, 31–35]. Existing literature
documents that cyberbullying and harassment [35, 36], sexual solicitation [33, 37],
exposure to explicit content [34, 38], and privacy breaches [19] are prevalent risks
youth encounter. Cyberbullying, one of the most prevalent online risks, is associated
with emotional stress and negative emotions such as anger, fear, and depression [39].

To mitigate youth online risks and promote their digital well-being, multiple
approaches have been explored. Parental mediation or digital parenting [31, 40],
and family communication [41] are non-technical and family-centered approaches to
promote teen online safety. Digital parenting includes, for example, the monitoring
of teens’ technology use, rule setting and enforcement, education of digital skills,
and exploration of online opportunities [31]. However, parent- and family-focused
approaches to adolescent online safety assume a significant level of privilege in many
ways. The most vulnerable teens to online risks (e.g., foster youth) often do not
have parents who can actively engage in ensuring their online safety [42, 43]. Even
in traditional families, communication regarding the risks teens experience online
is particularly poor [18] because in many cases, parents are overly judgmental and
overreact when teens disclose their online risk experiences, exacerbating the problem
instead of teaching teens how to effectively manage online risks[17]. Researchers have
focused on the effects of safety strategies implemented by parents [44], the views of
parents [45] and youth [15] on online privacy, and exposing public opinion on the
regulations enacted by governments [46]. The views of the creators of sociotechnical
solutions on these same points have not garnered as much dressage in the literature.
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Sociotechnical Solutions: Youth online safety solutions have been investigated
through a sociotechnical lens [9, 47] where environment within which youth exist is a
social component, while the digital technology they use (e.g., internet platforms and
online safety tools) is a technical component. Literature on the sociotechnical solu-
tions to teen online safety often puts a strong emphasis on parental control strategies
(i.e., parental control app) to restrict and monitor teens’ online activities [12–14].
The use of online surveillance by parents may shield teens from online risks, but at
the cost of teens’ autonomy [48], trust between parents and teens [49], and positive
family value as whole [14]. Al-based algorithmic risk detection has also been proposed
to automatically identify cyberbullying [32, 50–52], sexual risks [33, 53, 54], and
other risks faced by teens in online contexts [34]. Yet, creating the datasets to train
machine learning algorithms raises additional privacy and surveillance issues as it
involves the use of teens’ high-risk interactions (e.g., predatory sexual grooming) that
are more likely to occur through the private sphere [33].

Some researchers have conceptualized more collaborative technologies that move
away from surveillance-based approaches to ones that engage both teens and par-
ents for digital rule-setting and managing online activities [19, 21, 22]. Others have
called for new sociotechnical solutions that promote teen self-regulation of online
risks [13, 14, 20]. Yet, very few researchers have studied evidence-based sociotechnical
interventions for adolescent online safety [26]. In recent work, perspectives of sec-
ondary stakeholders in adolescent online safety (i.e., social service providers (SSPs))
were explored [55]. They uncovered that SSPs faced challenges such as heavy reliance
on youth self-reports to discover their online risk experiences and that SSPs sug-
gested AI as an early detection system to monitor youth online safety. However, SSPs
were concerned that such a solution would not be feasible due to a lack of access to
the necessary digital trace data (e.g., social media) and concerns about violating the
trust relationships they built with youth. In this work, rather than focusing on a spe-
cific stakeholder group (e.g., SSPs), we interviewed multiple secondary stakeholder
groups (e.g., IT professionals, entrepreneurs, clinicians, educators, and researchers) to
understand the entire ecosystems of the online safety domain, challenges that vari-
ous stakeholders are experiencing, and potential solutions to mitigate those challenges
and move forward. By taking a broader view of the youth online safety ecosystem,
we seek to start addressing the gap in the literature between primary and secondary
stakeholders while uncovering possible paths forward where the voices and needs of
all stakeholders in this context are openly considered.

3 Methodology

Over a six-week period from June 2021 into July 2021, 38 semi-structured inter-
views were conducted within the United States with Entrepreneurs, IT professionals,
Educators, Clinicians, and Researchers. We started this work as part of a greater
project under the NSF Innovation Corps (I-CorpsTM) program [56] where researchers
acquire the knowledge and tools to become entrepreneurs through training on customer
discovery and monetization of research outputs. The program required interviewing
prospective customers as well as subject matter experts within the interest area of the
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possible product or technology, that being adolescent online safety and online risks in
this instance, to understand the present needs in the field and how those needs could
best be met. In order to obtain valuable responses from participants, we used a semi-
structured interview methodology. We focused on asking questions that would help
us understand how they approach the issue of youth online risk, what obstacles they
encountered, and mitigation strategies for those challenges to keep teens safe online.
While the interview questions mentioned the threats of cyberbullying, sexual solici-
tations, or sharing of inappropriate content, the interviews were semi-structured in
nature to allow participants to speak about the youth online risk detection space, in
general, to obtain a fuller understanding. The semi-structured interview questions are
included in Appendix A.

3.1 Participant Recruitment and Procedure

We recruited participants who were 18 years of age or older, residing in the United
States, currently working with adolescents (minors between the ages of 13 and 17),
conducting online safety research on/with youth in the target age range, or working on
technology used by such youth. If participants performed such duties in the previous 5
years, we considered their input as well. We developed our inclusion/exclusion criteria
to figure out the key secondary stakeholders in the adolescent online safety domain
and use them to create an initial list of stakeholders to contact. Also, by the end
of each interview, we asked our participants to suggest other secondary stakeholders
who may be able to provide insights into the same topic. We used the two strategies
to complement one another. Using these methods, we met with a diverse group of
participants including Entrepreneurs (n = 13), Information Technology Professionals
(n = 9), Researchers (n = 8), and Clinicians/Educators (n = 8). The participants’
characteristics are listed in Appendix B.

Participants were briefed with an IRB-approved clarification of the research and
given the option to not participate if they so desired. All interviews were held online
via Zoom video conferencing to accommodate for COVID-19 limitations at that time.
Each interview ran for 30 minutes with some lasting longer. Most of the interviews had
two interviewers present with one leading the interview and the other writing notes.
All were asked for consent to record audio and video at the start of each interview. No
financial incentive was awarded in this study due to the constraints of the program.

3.2 Data Analysis Approach

All interviews were conducted via Zoom and were recorded (both audio and video).
Each interview was automatically transcribed using the live transcription feature of
Zoom. In order to correct the transcriptions for errors if any, two research assistants
observed each video and/or listened to the audio recordings. For qualitative analyses,
we followed the thematic analysis approach [57]. The first and last authors identified
the key components for which to code the transcribed data and established the first
codebook of emergent codes. To address our research questions, the interview tran-
scripts were first coded for the types of key stakeholders in youth online safety and
the approaches they took to deal with the problem of youth online risk to keep youth
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safe online. Next, they were coded for the challenges in sociotechnical approaches to
keep youth safe online (RQ1). Lastly, the interviews were coded for ways to overcome
the challenges related to sociotechnical approaches to keep youth safe online (RQ2).
The first two authors equally split and coded the interview transcripts based on the
first codebook with allowance for additional codes to arise throughout this process.
All revised codes were finalized after discussion amongst all authors using consensus
building [58]. The final themes that correspond to our main research questions are
shown in appendix tables C2, C3, and C4.

4 Results

In this section, we present the major themes found in our study. We first present the
sociotechnical approaches to online safety the participant groups undertake. Then, we
present the challenges they identify to working within or creating solutions in the area
of online safety (RQ1). We then present the solutions to those challenges (RQ2), and
finally, any needs identified by the participant in the area of online safety.

4.1 Sociotechnical Approaches and the Challenges Related to
Sociotechnical Approaches to Youth Online Safety (RQ1)

There were three major sociotechnical approaches that our participants took in
addressing youth online safety within the context of their job: 1) online risk detection
using Artificial Intelligence (AI) and Machine Learning (ML) techniques, 2) taking
a general approach to online safety, and 3) implementing parental control software.
Stakeholders shared that they use AI and ML techniques to identify instances of
cyberbullying, privacy violations, and scanning devices belonging to youth for pornog-
raphy. They also shared some general approaches to online safety such as using
privacy-enhanced web browsers and/or internet router functionality to block access to
inappropriate sites. They also mentioned social media sites restricting access to their
platforms to those below certain ages as measures that can are currently taken to
protect youth online. Finally, parental control software mentioned by our participants
included tools and platforms that allow parents to monitor what youth do online,
as well as implement restrictions such as screen time management and content fil-
tering. Overall, our participants shared the challenges associated with sociotechnical
approaches to keep teens safe online such as the “Trade-offs between Privacy and Pro-
tection” and “Tensions around Diffused Accountability” in the area of youth online
safety. “Risk is Subjective” was the next most prevalent theme, followed by “Technical
solutions are costly” and “Lack of Necessary but Proprietary Data”. In the sections
below, we discuss the major challenges faced by each stakeholder group.

4.1.1 Trade-offs between privacy and protection

In our dataset, trade-offs between teen privacy and protection emerged as the major
challenge associated with sociotechnical solutions to keep teens safe online. Under
this theme, participants discussed topics such as teen privacy issues and legal lia-
bilities around the use of teens’ behavioral data. For entrepreneurs, teen privacy is
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an unavoidable and complicated issue associated with online risk detection systems
(as a product and/or service) that they provide to their customers for profit. They
perceived teen privacy issues as a conflict between their business model and the
responsibility to protect teens from online risk. Some entrepreneurs expressed these
conflicting feelings where they respect teen privacy to be protected, while they need
to work with fine-grained teen data (which can inherently invade teen privacy) to
provide efficient risk detection services to their customers.

“For sexual abuse manipulation, a lot of that happens in direct message right so
like if the platform is really going to touch on any of that... You know some of these
communication platforms are very social and their appeal and their purpose is the
privacy and lack of moderation.” - P23, Entrepreneur

Others mentioned that teen privacy issues are hard to address because of the
subjective and varying nature of privacy perception. That is, the degree to which
teen privacy should be protected varies depending on parenting style, which makes
it harder for entrepreneurs to come up with technical solutions that satisfy all cus-
tomers. The varying degrees of teen privacy concerns among customers were in part,
closely related to the subjective nature of online risk itself.

“...some parents are not going to be willing to invade their children’s privacy and
that becomes a parenting question on how the parents’ philosophy is versus different
parents.” - P32, Entrepreneur

IT professionals contributed the most to the trade-offs between teen privacy and
protection theme. Similar to entrepreneurs, IT professionals spoke mostly about teen
privacy issues associated with risk detection systems but focused more on legal and
technical perspectives. For instance, some IT professionals were having difficulties
with training online risk detection systems due to legal responsibilities such as man-
dated reporting of child pornography. They mentioned that although they need to
work with teens’ data to train risk detection algorithms, they do not even attempt to
do so because they were terrified by the legal liabilities and responsibilities that they
need to deal with.

“we are only looking at 19 and up because of those (legal) concerns ... managing
adolescent data is terrifying.” - P22, IT Professional

Similar to entrepreneurs, IT professionals perceived teen privacy issues as an
inevitable pitfall of data-driven online risk detection systems. This was because fine-
grained and high-quality teen data is needed to create effective automated systems
to detect online risk. At the same time, privacy risks arise at every stage of the
data pipeline. That is, for IT professionals, teen privacy issues were ethical dilemmas
between preserving teen privacy and protecting teens from online risks.
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“It’s a big challenge, I would say, like the balance of protection and privacy,
because, in order to protect your kids you do have to have some of that privacy.” -
P24, IT Professional

Researchers shared that coming up with sociotechnical solutions to keeping teens
safe is challenging because of a strict legal framework that applies to teen data.
Even with complete compliance with the legal framework, researchers also felt that
challenges still remain for many since data-driven risk detection technology depends
heavily on the use of teens’ intimate data.

“people going to be upset that Facebook or Google or Apple is doing something
with their intimate images, in order to detect child pornography.” - P14, Researcher

Meanwhile, unlike other stakeholders, clinicians/educators spoke about teen pri-
vacy issues focusing on parent-teen relationships. For instance, they worried that
implementing parental control software without teen assent is problematic because
oftentimes, it is not the teen but their parents who consent to the use of such solutions
to monitor teen online interaction. They saw this mismatch in privacy expectations
between parents as the root cause of conflict between them which will eventually
hinder them to build a trusted relationship to discuss online safety issues.

“The other problem is this kind of expectation of privacy... teens don’t want us to
see what they’re actually doing online that’s causing a lot of conflicts” - P12, Educator

4.1.2 Tensions around diffused accountability

Tensions around diffused accountability among different stakeholders arose as the
second major challenge theme in our dataset. Under this theme, the participants
touched upon various topics such as challenges in deciding the right stakeholders
to involve and catering to different opinions/standards, and also complaints about
big-tech companies for failing to play their roles to protect youth from online risks.
The entrepreneurs contributed to the majority of this theme by criticizing big-tech
companies’ current practices in addressing youth online safety issues, in many cases,
due to closed and proprietary nature of big-tech business. In their view, big-tech
companies are shirking their responsibility to address teen online safety issues when
they are the ones who have the ability and resources to do so.

“I think the social networks are like the place that should be addressing this and I
don’t think they’re going to until something catastrophic or some real threats to their
revenue.” - P26, Entrepreneur

Meanwhile, IT professionals spoke mostly about tension around diffused responsi-
bilities among different stakeholders. None of the IT professionals complained about
big-tech companies which other stakeholders often did in their interviews. Rather,
one IT professional from a big-tech company (anonymized upon request by the par-
ticipant) addressed the criticisms toward their company and acknowledged the social
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responsibilities that other stakeholders expect from their company.

“We’re in an interesting position where we’re constantly under the microscope
and I think it’s deserved and I think that’s a lot of the criticism that comes our way
is also deserved and I think that we need it.” - P7, IT professional

Researchers also addressed the diffusion of accountability among different stake-
holders as a strong challenge associated with sociotechnical solutions. In their views,
the current teen online safety community is a highly decentralized community with
various perspectives and interests. One of the major concerns with the decentralized
community for researchers was the bystander effect where everyone waits and sees
but no one takes the lead to intervene in teen online risk situations. Some researchers
specifically blamed tech people for being too competitive and dishonest. At the same
time, others recognized that it is not about specific members, but rather building
a centralized community in the multi-disciplinary field is not easy because it is not
static but dynamic in nature.

“Most of the issues and things come from is around that sense of responsibility
and accountability. The biggest reason for the bystander effect is that diffuse means
of responsibility” - P2, Researcher

Educators/clinicians also expressed critical views toward the big tech compa-
nies. They almost demonized big tech companies for polluting the water and hence,
claimed that the companies should hold social responsibility for it. Some educators
manifested strong skepticism toward big tech that they do not even expect any
protective measures placed by big-tech companies; even if they did, the protective
measure will be inherently monopoly. Finally, they resonated with us an important
point that when corporations shirk their responsibility to protect teens, and parents
cannot afford to do so by themselves, it is teens who will be left on their own.

“Corporations themselves aren’t going to fix the problem, and parents don’t really
have the tools or the understanding to fix the problem, then it does really fall on the
kids to figure it out.” - P27, Educator

4.1.3 Risk is subjective

The next major challenge theme that emerged from our interviews was the subjective
and volatile nature of risk. Under this theme, participants addressed mostly the diffi-
culties with developing accurate and stable risk detection systems due to the volatile,
nuanced, and contextualized nature of online risks. Entrepreneurs contributed the
most to the challenges related to the subjective nature of risk. As a product and ser-
vice, entrepreneurs perceived that defining and detecting subjective risks in ways that
satisfy all customer groups is nearly impossible. Even with a set of risk definitions
that satisfy all, it is still challenging for entrepreneurs to come up with stable and
valid technical solutions to keep teens safe due to the volatile nature of risks (how
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fast the ways predators attack the users are changing).

“You’re defining the standard of that what that grooming threat is and what is
bullying is and parents are not going to like that”- P13, Entrepreneur

Establishing ground truth (e.g., certain interaction is risky vs. non-risky) to build
valid and accurate online risk detection systems was one of the huge challenges for IT
professionals due to the nuanced nature of online risk. Similar to what entrepreneurs
mentioned, IT professionals emphasized difficulties in first, defining what harmful
content is and second, continuously coming up with new solutions given how rapidly
online risks evolve.

“...as soon as you come up with a defense, the people you’re defending against
are going to come by attacking it to come up with a way to breach it.”- P18, IT
Professional

The subjective nature of the risk was also mentioned by the researchers and
educators/clinician groups. They both spoke about low accuracy and potential bias
inherent in online risk detection/monitoring systems to detect nuanced risks. On the
one hand, they expressed concerns about highly contextualized risks (e.g., sarcasm)
and emphasized the importance of human involvement in building youth risk detec-
tion systems. At the same time, they acknowledge that such approaches (e.g., human
coding) require extensive and time-consuming efforts.

“...they went through and did it by hand which is enormously time-consuming
because the algorithm was having trouble with some of the aspects of the interactions
that are just hard to explain.”- P31, Clinician

4.1.4 Lack of necessary but proprietary data

For the data access theme, participants mainly debriefed the difficulties with a lack
of necessary data to build technical solutions. The challenges under this theme were
dominantly addressed by entrepreneurs. Particularly, they shared the difficulties of
having access to the necessary data to train AI-based online risk detection systems.
Once again, for many entrepreneurs, the closed and proprietary big-tech industry
that owns the majority of necessary data was to blame. They lamented that due to
the financial burden to access proprietary data, oftentimes, they have no choice but
to adopt cheap solutions which will not benefit anyone.

“Oftentimes what happens is that they go the cheap route. And the cheap route
never gives them the minimum of what they need.”- P29, Entrepreneur

IT professionals were also experiencing challenges due to a lack of access to nec-
essary data. However, unlike the entrepreneurs, IT professionals spoke less about the
proprietary nature of necessary data that the big-tech industry monopolized and more
about the lack of quality data that they need to build effective online risk detection

10



systems. They perceived that the teen data that is currently available for them is not
good enough to build effective risk detection systems and that with more fine-grained
data in scale, a huge leap in the advancement of the risk detection system is possible.

“...we don’t have access to the data about what Apps their kids are using and what
is actually going on in that page and that level of detail is not something that we have
today.”- P24, IT Professional

Challenges associated with the lack of necessary data were rarely mentioned
by both the researchers and clinician/educator groups. They worry that technical
solutions are stalled because in most cases, they require personal data when the
perception of privacy is becoming a more sensitive issue.

“I found technology solutions are very lockdown just because it’s much harder to
do on the phone because they try to keep things more private and, like the perception
of privacy is very important for these devices.”- P4, Educator

4.1.5 Technical solutions are costly

Finally, participants shared the difficulties with having technical solutions to promote
teens’ online safety due to their costs. For instance, as a parent and a lead of a
business, one entrepreneur expressed the dilemma that they are having between the
cost and the scalability of risk detection technology.

“I think part of the challenge, unfortunately, from an individual parent perspective,
it really depends on what the end result cost”- P32, Entrepreneur

The difficulties related to the costs of technical solutions were often addressed by
IT professionals. Particularly, they pointed to the enormous volume of data and the
following financial costs that are needed to build effective systems. Some IT profes-
sionals mentioned that the market for online risk detection systems is still limited
and hence, it is difficult for them to come up with solid budgeting plans to convince
other stakeholders.

“We would also have to justify that it’s worth the investment and that the cost to
use this service would be worth it.”- P36, IT Professional

Similar to entrepreneurs and IT professionals, researchers acknowledged that hav-
ing sustainable solutions to develop technical solutions to promote teens’ online safety
is challenging due to the vast amount of data that is needed, and the costs associated
with getting access to and processing data. Unlike the other three stakeholders groups,
none of the clinicians/educators mentioned the challenges related to the financial
aspects of sociotechnical approaches to teens’ online safety.
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4.2 The Solutions to Overcome the Challenges Related to
Sociotechnical Approaches to Youth Safe Safety (RQ2)

At a high level, the solutions posited by the participants were grouped under 4 themes,
“Centralized and Multi-disciplinary Collaboration (CMC),” “Sustainable Plans to
Keep Teens Safe Online,” “Prioritizing human-centered approaches,” and “Leveraging
the state-of-art AI.” In the following sections, we present the views on these themes
shared by the participant groups.

4.2.1 Centralized and multi-disciplinary collaboration (CMC)

Participants discussed topics such as providing open-source solutions, application
programming interfaces (API), scraping internet data, and integrating with multiple
systems when discussing solutions that were categorized under CMC. Having open-
source or low-cost system integration with youth online safety solutions and forming
partnerships were the two areas entrepreneurs shared as solutions. In speaking of
integration, they spoke of companies who recognize their product offering needs to
protect youth but lack the resources, both human and capital, to do so. Providing a
centralized, standardized API that could be accessed in an open-source model was
spoken of in a favorable manner. Forming partnerships was mentioned slightly more
than system integration in this group. In speaking about partnerships, entrepreneurs
discussed the need to reach out to stakeholders in youth online safety on common
grounds so strategic partnerships can be made to incorporate different skill sets.

“Tailoring your message to each of the specific focus groups... we have to look at
all the different ways to effectively go into different groups with their mentality and
show the value that we bring.” - P10, Entrepreneur

IT professionals mostly spoke about creating partnerships through technology
solutions integrations when discussing CMC. In contrast to the entrepreneurs whose
viewpoints leaned towards convincing other parties to work together, IT professionals
viewed collaboration between competitors to protect youth online as something most
of their peers readily agree upon. In this light, they viewed partnerships and collab-
oration as the major method of youth online safety. Efforts to bring together youth
online safety stakeholders in conferences, consortiums, and systems integrations were
put forward as solutions to the challenges. This was seen as a solution as subject
matter experts from different realms are included to enhance solutions and thereby
improve the protections designed. To a lesser extent, IT professionals also spoke of
sharing data sets, making data sets open, and government efforts to have data sets
created specifically for companies to design online safety solutions.

“Companies that typically would be considered like our competitors...When it
comes to health and safety, they are coming together on a safe community of practice
and they’re sharing insights and learnings” - P36, IT Professional
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CMC solutions posited by researchers were on the topic of forming partnerships.
Discussing this, researchers spoke of the need to form collaborations with non-
profit organizations, non-governmental organizations (NGOs), and groups who work
towards social/public good, for the purpose of collecting information for studies, and
also sharing findings from studies that might help the particular group in their own
efforts. Educators/clinicians also only discussed partnerships in this manner.

“I think it’s know your community, find somebody in the community or communi-
ties you’re working with that is behind you and has your back and is going to support
you and you know help, I would say, is the best approach.” - P16, Researcher

4.2.2 Sustainable plans to keep youth safe online

The second major theme for RQ2 was sustainability. In discussing sustainability
as a solution to youth online safety challenges, participants talked about pricing
strategies, finding funding for projects, and targeting the right customers, otherwise
known as market segmentation. The market segmentation was especially contributed
by Entrepreneurs. They talked about making sure downloadable products are inten-
tionally placed where the particular market segment has a high probability of seeing
the product, as well as strategies such as search engine optimization (SEO). They
also stressed that there needs to be confidence in the created product such that it can
be demonstrated to investors without issue.

“You have to be able to target a message to people of different socio-economic
backgrounds...you have to show the value of what’s happening in the perspective space
and to that targeted market” - P13, Entrepreneur

IT Professionals discussed sustainability as a solution through the lens of ensuring
the business offers support in the form of maintenance and product development to
clients. They saw these add-on services as a way of obtaining recurring income and
up-selling core products to keep the business running. In doing so, they talked about
finding gaps in the client’s business which they could fill to offer more complete or
holistic solutions.

“...you can internally grow what you’re doing for that entity, if you show the
capability to provide the support that the entity requires.” - P18, IT Professional

Only a single instance in the researcher category contributed to the sustain-
ability theme. When discussing this theme, the researcher spoke about the need
to be innovative to secure funding for building products and growing businesses.
Educators/clinicians contributing to the sustainability theme also discussed market
segmentation as the solution but were very direct at stating what that segment is.
They suggested targeting medical practitioners, insurance companies, and therapists
as a means to get online safety solution products used as these groups were said to
be in contact with individuals who would be in need of the product.
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“If you could keep 10, 20, 30 kids out of the hospital, you can recoup your
investment easily ” - P31, Educator

4.2.3 Prioritize human-centered approaches

The third major theme in solutions to youth online safety challenges that partici-
pants shared was categorized under prioritizing human-centered approaches to youth
online safety. Participants discussed topics such as empowering users to make healthy
decisions while taking part in online activities and also making sure the technology
or products are easy to use. IT Professionals did not contribute to this theme. In
discussing this theme, Entrepreneurs focused on making sure the tone of messages
used in marketing is more strength-based rather than deficit-based. This is done
by focusing on the benefits as opposed to highlighting restrictive capabilities. Some
entrepreneurs also spoke about making sure solutions are easy to use, both for
end-users who may use the solution directly and for third parties who may integrate
solutions into their own products.

“I would want something that helps that my kid would want to use for themselves
to monitor their own mental health ...I would want them to have something that was
easy, simple, reliable, engaging all of those things” - P26, Entrepreneur

Researchers contributed to this theme by speaking about empowerment methods.
While they also discussed the messages used by solutions, they were more concerned
with the messages produced by solutions which would then be seen by end-users.
They spoke about this from the perspective of automated tools which process data
and provide summaries or suggestions about the perceived state of the data provider.
They noted that care must be taken with this messaging as it could be harmful to
the end-user, and also push them away from using solutions.

“Like it could also be potentially really harmful... if they don’t have the type of
structure support structure around them that once you’re bringing this up, they have
someone to like unpack and deal with those things” - P5, Researcher

Researchers also mentioned that holistic approaches to youth online safety are
necessary which take into account the offline factors faced by youth and also provide
novel education strategies (e.g., social media simulation) for them to learn how to
handle risky situations in a safe setting.

“kind of gives them this place to kind of get hands-on experience to try out what
it’s like to be on a social media feed to you know get some experience on that...And
so it’s the same idea of those like virtual driving simulators you know, like it’s not
real you can go into the street you’re not going to get hurt.” - P2, Researcher

In discussing human-centered solutions to youth online safety, Educators/clinicians
shared that getting parents and guardians to take more strength-based approaches is
the solution. In this way, empowerment strategies targeting parents came out as the
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major solution method. They shared that technology if it is all used, should provide
talking points to parents on areas of interest of youth or areas where youth have
issues so discussions can take place.

“The challenge is to have parents really fully grasp the long-term implications of a
child sending an inappropriate picture or starting to engage in a conversation with a
45-year-old man who has nefarious intentions for their child.” - P28, Educator

4.2.4 Leveraging the state-of-art AI solutions

The fourth major solution theme put forward by participants was to use state-of-
the-art technology to mitigate issues and keep updating the technology to remain
current. In discussing this, they talked about datasets being used in AI solutions
being kept current, as well as experts being involved in the modeling and prediction
stages of those technologies. Entrepreneurs who contributed to this theme stated
that concerns being raised in society about data access, transparency, and bias in AI
solutions needed to be addressed by using participatory design to create products
with individuals from the prospective target market. This was shared as a solution to
especially address automated solutions which process text shared by youth online as
the banter between youth can often be misinterpreted by adults.

“There has to be validation of the data right... if the information is validated by
a group of subject matter experts that are not necessarily technical people.” - P32,
Entrepreneur

IT Professionals mostly discussed being very transparent about what data is
collected, how that data will be used, and who will have access to the data as a
solution to the challenges. This was shared from the perspective of quelling any fears
customers would have about sharing their data, as well as showing the personalized
benefits they could gain by sharing data. One participant went as far as to state that
data usage assertions should be embedded in the solutions themselves.

“...every place where you can introduce some form of check or verification that
you are collecting the data for the purpose that you said you were, that it’s the right
shape and the right reasoning, you should encourage that from a technology platform
perspective.” - P22, IT Professional

Researchers also shared transparency as a solution under the theme of leveraging
state-of-the-art AI. While recognizing that how data is going to be used needs to be
clearly stated, researchers also shared that the potential risks involved with sharing
the data also needs to be clearly outlined to individuals so that they get a fuller
picture of solutions. In this regard, they said individuals should be given a chance to
opt-in or opt-out.

“There needs to be much clear messaging around what it is, why it’s being used,
and not just the benefits, but the potential risks and allowing parents to opt-in for
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that. - P5, Researcher

Finally, Educators/clinicians shared transparency as a solution from the perspec-
tive of technology providers making provisions to end-users about how much data is
being used to generate any predictions. This was seen as a way of helping end-users to
understand how youth online safety solutions work and how their data is being used.

“I think when we have a good understanding of the inputs that go into it and with
all the biases that are included in it, you have a much better sense of like what you
can do, on the other end” - P4, Educator

5 Discussion

5.1 Sociotechnical Approaches Towards Promoting Youth
Online Safety

In this study, we found that many platforms provide parental control software as
tools for parents to monitor their own teens; however, our participants shared various
challenges related to parental control software, focusing on teen privacy and family
relations. Previous literature points to various reasons for this difficulty such as par-
ents’ struggle to keep up with new emerging technologies to understand and monitor
their teens’ digital interactions [15], disagreement between parents and teens on what
types of content should be monitored [59], and the fluid nature of boundaries to teens’
privacy rights [15]. Our findings add empirical evidence to the literature by high-
lighting the tension between teens and parents in that parental control software can
indeed exacerbate parent-teen relationships due to a mismatch in privacy perceptions
between the two. At the same time, in contrast to existing literature, we have found
that while some teens and parents find online safety tools invasive and restrictive,
others do not. The difference was rooted in the differing level of privacy risk exposure
and various parenting styles to approach teens’ online safety. This was well addressed
as the challenges for entrepreneurs when trying to provide online safety solutions that
can cater to a wide range of customers. The two conflicting views regarding restric-
tive parental monitoring bring us to the open questions of whether or not privacy
should be maintained at all costs, what privacy actually means in the context of keep-
ing teens safe online, and whether or not the data can be handled in a meaningful
way if privacy is maintained, all of which can be further explored in future work. We
also acknowledge the positive role of parental oversight if managed well, especially for
early teens [60]. Yet, such approaches have been examined from the perspectives of
teens and parents, leaving out the most vulnerable teens (e.g., foster youth) who do
not have parents who can actively engage in ensuring their online safety. Hence, there
is a need for a paradigm shift where teen online safety becomes a shared responsibility
for all including those who design and develop online platforms serving teens.

In RQ1, we observed that our participants had strong opinions toward big tech
companies for being irresponsible in their social responsibilities to address youth online
safety issues. During the interviews, some educators almost demonized the big-tech
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industry with the analogy of “those who pollute the water should bear social responsi-
bility” (P3, Educator) or “those who give a rat’s ass about our kids” (P28, Educator).
More importantly, it resonated with us when one participant stated that if no one
takes accountability, “then it does really fall on the kids to figure it out” (P27, Edu-
cator). This antagonism towards big tech is not new given multiple claims that they
fail to provide guardrails to protect teens from such risks [61–63]. Our participants’
view toward big tech adds voice to this social criticism, especially the perspectives of
domain experts who are actively working on creating online safety interventions. Their
antagonisms toward the closed and proprietary nature of the big tech industry call for
more collaborative efforts toward the goal of promoting teen online safety. As such,
our findings once again point to a need for sociotechnical approaches that engage dif-
ferent stakeholders including the big-tech industry, instead of just making the matter
of youth online safety the parents’ sole responsibility.

5.2 Mapping Sociotechnical Challenges to Potential Solutions

In RQ2, when participants were asked for possible solutions to the challenges they
presented, they often provided solutions that were also identified as, or part of, the
challenges they or other participants identified. For instance, AI solutions not having
nuanced predictions or taking broad action due to the lack of contextualized training
data was an identified challenge. A mitigating solution to this challenge was the col-
lection and use of contextualized data. However, the collection and use of fine-grained
youth data is also a challenge from the perspectives of ethics and privacy, as well as
determining and managing levels of access to youth data. The challenges and solu-
tions were also compounded by the issue of having to cater to different policies when
dealing with data across international borders such as data of European citizens vs.
residents of the U.S. State of California [64–66].

In turn, a solution offered by participants to combat many of the challenges was
to have more transparency in technology products such that end-users are informed
on specific data collection and processing procedures. Recently, there has been a push
towards having more transparency in sociotechnical systems (e.g., transparent algo-
rithms and explainable AI) [55]. Our findings add voice to the current movement
toward transparent systems, particularly in the youth online safety domain by provid-
ing major stakeholders’ views on this issue. While there are efforts to create shared
databanks that allow users to retain control of their data with options to select who
has access, how the data is used, and for how long, these solutions are still in their
infancy or are not widely used outside of highly contextualized cases. This means that
currently, the issues that have been identified, much of which are about teen data use
and privacy, are unsolved. We discuss this further in the following section.

5.3 Balancing Protection and Privacy

One of the major challenges that emerged in our study was the trade-offs between
the protection of youth with the use of youth’s personal data and the protection of
teen privacy. The questions about surveillance, privacy, and safety are not new. Schol-
ars, policymakers, security professionals, and advocates have continuously discussed
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the effects of surveillance/monitoring technologies on individuals and society alto-
gether [67]. In contrast to the European Union, where privacy is a right and robust
data protection laws have been enacted (e.g., EU Data Protection Law [65]), privacy
regulation in the U.S. is sectorial, with separate laws for different types of informa-
tion, users, and situations [68]. This has led to more complexities and controversies in
developing legal frameworks to promote youth online safety within the U.S.

In 2022, a comprehensive bipartisan legislation called the Kids Online Safety Act
(KOSA) has been proposed by U.S. Senators [69]. The legislation requires social media
platforms to proactively mitigate harm to minors such as the promotion of self-harm,
suicide, and sexual exploitation. It also requires independent audits and supports
public scrutiny from experts and academic researchers to ensure that social media
platforms are taking meaningful steps to address risks to kids [69]. Yet, teen pri-
vacy advocates fear that KOSA would incentivize social media sites to collect even
more information about children to prevent a set of harms to minors. More impor-
tantly, the advocates argued that KOSA can effectively be an instruction for social
media platforms to employ a broad range of content filtering to limit minors’ access
to certain online content such as sex education for LGBTQ youth (which schools had
implemented in response to earlier legislation) [70].

Given our participants’ claims about big tech’s repeated failure to protect youth
from serious risks on their platforms, we embrace the idea of developing legal frame-
works to mitigate youth online risk. At the same time, privacy laws will be necessary
as safeguards from the excessive use of teens’ personal data especially when sociotech-
nical solutions (e.g., AI-based risk detection) rely heavily on teens’ intimate data.
Hence, to achieve the balance between privacy and protection, we urge teen privacy
issues to be part of a larger policy agenda, and advocacy organizations, educators,
parents, scholars, and youth need to work together as part of a broad, social discourse.

5.4 Implications for Design

Based on our findings, we suggest design approaches that can empower teens and
parents to manage online risks in meaningful ways. First, we suggest providing co-
monitoring systems that can facilitate parent-teen communication. For instance, we
can design co-monitoring applications where teens and parents collaboratively monitor
their online interactions. Or we design a co-learning prototype in which parents and
teens together engage in learning social media use. Given that mutually monitoring
one another’s apps installed on the mobile device helped parents and teens to increase
transparency and hence facilitate communication [19], we believe that providing co-
monitoring systems can be a way to support teens, parents, and family as a whole.

Second, we suggest strength-based design practices that can support teens in the
long term. Given that teens often do not disclose their online risk experiences because
they are concerned about punishment, we should consider supporting teens in a way
that helps them cope with and recover from online risk exposure. More importantly,
parent- and family-focused solutions can leave more vulnerable youth (e.g., foster
youth) to online risks [42, 43]. Therefore, the long-term goal of solutions for teen
online safety should be to empower them to be more resilient to online risks they
can encounter. For instance, as one of our participants mentioned, we can consider
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providing teens with simulated environments (e.g., simulated social media platforms)
before they are exposed to the real online world to allow them to learn potential risk
scenarios and how to cope with them. We can also design monitoring/nudging sys-
tems that highlight and reward teens for positive activities (e.g., posting encouraging
comments), rather than just alerting and removing risky content.

In addition, we highlight “human-in-the-loop” approaches to designing sociotech-
nical solutions to promote youth online risk. Given that risk is highly subjective,
nuanced, and fluid, it is almost impossible for risk detection systems to capture all
risk scenarios without reflecting human interpretation. To mitigate these challenges,
we suggest participatory design where parents and teens are part of the design process
of the systems. With this approach, designers and developers can reflect on the unique
perspectives of users to identify subjective and contextualized online risks. Finally,
instead of designing online safety systems that fit all, we recommend implementing an
interactive design [71] in which systems are personalized based on parenting style and
the context of teens’ online usage. For instance, personas can be used to help design-
ers and developers to understand how best to support the needs of parents and teens
with various expectations. The idea of interactive design can be applied particularly
to privacy settings in the system. The options to opt in/out of various privacy features
would allow parents and teens more control over their privacy.

5.5 Implications for Practice

While companies are within their rights to keep computer code and processing methods
proprietary in nature, our findings suggest that more can be done for public aware-
ness on how data is going to be used within those proprietary methods. Even when
youth characterize themselves as being competent in Math and programming, they
still struggle to understand AI systems and how their data is used and need explana-
tory support [72]. Hence, we argue for increased transparency in AI risk detection
systems. We suggest this as a social movement away from the “black box” and “pro-
prietary” framing to more “open” algorithms where sources are shared and data usage
is explicitly stated and made publicly available. This will help promote building trust
from users and hence, eventually contribute to sustainable plans to keep teens safe.

To make promoting teens’ online safety a sustainable agenda, proper legislation
and policy should be in place. Our participants reassured us that the lack of regulation
in the U.S. has led to more complexities and controversies in developing sustainable
frameworks to promote youth online safety within the U.S. The only exception is the
Children’s Online Privacy Protection Act (COPPA) [73] which applies primarily to
commercial websites. COPPA provided a legal ground for the companies to protect
children under 13 by adding safety measures specifically designed to address a wide
range of practices on social media, mobile, and other platforms. Such safeguards, how-
ever, do not apply to youth over 13, who have been largely left out of public policy
debates and self-regulatory industry programs [68]. Hence, we urge proper legisla-
tion and policy (which include a wide range of youth populations) to be discussed
as part of a larger legal agenda including developers, clinicians, educators, scholars,
organizations, parents, and youth involved in the discourse.
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In summary, our stance is that it takes a whole village to keep teens safe from
online risks. The protection of teen privacy and the promotion of teen online safety
via sociotechnical systems is only possible when a larger community of policymakers,
advocacy organizations, educators, parents, scholars, and youth work together as part
of a broad social discourse. To mitigate this paradox of teen online privacy, we call for
a collaborative effort among practitioners and researchers to develop evidence-based
sociotechnical tools to keep teens safe in a way that respects their privacy.

5.6 Limitations and Future Work

We note some of the limitations of our study. First, we do not assume that our findings
are representatives of all stakeholders’ views. Participants in our study are not repre-
sentatives of all experts in the youth online safety domain. For instance, experts from
big-tech companies were not well represented in the participant listing. However, our
recruitment strategies (i.e., referring other stakeholders by the end of the interview)
allowed us to reach hard-to-reach populations such as participants who may otherwise
decline to participate in studies. In addition, although we engaged in an iterative pro-
cess where we meaningful themes emerged, there could be potential themes that we
missed. Hence, we cannot argue for generalizing our findings.

In this work, we did not explore the effectiveness or user satisfaction of any spe-
cific sociotechnical solution. Instead, we asked about their technical approaches to
addressing youth online safety issues, challenges associated with their approaches, and
potential solutions in their own context. Therefore, based on our design recommen-
dations, future work can develop prototypes to be evaluated by teens, parents, and
practitioners for concrete feedback. Finally, during the interview, participants also
mentioned non-technical approaches to keep teens safe online such as raising awareness,
education, and family communication, which warrant further investigation. Future
work can examine how non-technical approaches can help improve technical solutions
to empower teens and keep them safe from online risk.

6 Conclusion

Youths face challenges as they use online platforms. While past research and discussion
focused significantly on examining different parenting strategies from the perspec-
tives of youth and their parents, the focus must change to also include discussion on
sociotechnical solutions from multi-perspectives. Stakeholders agree that sociotechni-
cal solutions are not without challenges. Their views on solutions for the challenges
point to a need for inclusive dialogue among would-be competitors, legislators, aca-
demics, and end-users. Only through such collaborative discussion can the balance
between the needs of youth, parents, and safety experts be met.
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Appendix A Semi-Structured Interview Questions

Below you will find the interview questions used for our semi-scripted interviews of
participants who identified as entrepreneurs or worked in the Information Technology
(IT) sector (A.1) and of non-technical participants who do not work in the IT sector
(A.2). The interviews were conducted as part of a project funded by the National
Science Foundation (NSF) I-Corp program. For transparency, the NSF I-Corp program
was introduced to participants in this study.

A.1 Questions for Entrepreneurs and Technical Participants

Interview Warm-up

1. Introduce yourself
2. Introduce the purpose of the study
3. Ask permission to use for research purposes
4. Ask permission to record

Interview Questions

1. Please tell me a little about the organization you work for?
2. What is your title and role within the organization?
3. Does your platform engage with teen users? If so, in what capacity?

Online Risks

1. Are there any legal or safety concerns you have encountered when catering to youth
as end users? If so, what?

2. Has your company had to deal with online safety issues, such as cyberbullying,
sexual solicitations, or sharing of inappropriate content among youth users?

Discovery Questions

1. If so, could you please give me a concrete example of something that has happened
in the past? How does your company currently handle these issues?

2. Do you think that your current solutions are adequate? Why or why not?

Technology Interview

1. If not, what else could be done to handle these issues? For instance, could you think
of a new product or service to solve these problems?

2. Does your company have the in-house resources to build these solutions yourself?

Closing Remarks

1. Is there any question that I didn’t already ask that you think would be useful for
me to add to future interviews? If so, what would it be, how would you answer it,
and why do you think this question would be valuable to ask?

2. Could you please refer to me at least three other people who I would benefit inter-
viewing about this project? I really appreciate your time and insights and would
love to keep in touch with you as we work on this project.
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A.2 Questions for Non-technical Participants

Interview Warm-up

1. Introduce yourself
2. Introduce the purpose of I-Corps
3. Ask permission to use for research purposes
4. Ask permission to record

Interview Questions

1. Please tell me a little about your organization?
2. What is your title and role?
3. In what capacity do you work with teens?
4. Approximately how many teens does your organization work with in a given year.

If they are in a local system, as how many teens are engaged in this system within
the entire U.S.

5. In relation to how you engage with teens in your job, what are your key performance
metrics for success?

6. Which of these metrics are you most concerned about?
7. What role do you think online risks experiences of these youth impact these goals?
8. How many teens that you work with have experienced significant online risks?
9. What online risks are the most concerning or considered as the biggest problem?

10. How do you currently find out if a teen is experiencing these types of online risks?
11. What are the limitations of this approach?

Technology Interview

1. What else could be done to handle these issues? For instance, could you think of a
new product or service to solve these problems?

Closing Remarks

1. Is there any question that I didn’t already ask that you think would be useful for
me to add to future interviews? If so, what would it be, how would you answer it,
and why do you think this question would be valuable to ask?

2. Could you please refer to me at least three other people who I would benefit inter-
viewing about this project? I really appreciate your time and insights and would
love to keep in touch with you as we work on this project.
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Appendix B Participant Characteristics

Table B1 Participant characteristics

Participant ID Gender Role Job Responsibilities

1 M IT professional Technical Leader
2 M Researcher Assistant professor
3 M Educator Psychologist
4 M Educator YouTuber/Consultant
5 F Researcher Senior research scientist
6 M Entrepreneur Business owner
7 M IT professional Technical Leader
8 F Researcher Senior fellow
9 F Researcher Senior faculty
10 M Entrepreneur Business owner
11 F Researcher Assistant professor
12 F Educator Consultant
13 M Entrepreneur Business owner
14 M Researcher Director of youth research firm
15 M Entrepreneur Business owner
16 F Researcher Senior faculty
17 M IT professional Technical Leader
18 M IT professional Security professional
19 M IT professional Technical Leader
20 M Entrepreneur Business owner
21 M Entrepreneur Business owner
22 F IT professional Technical Leader
23 M Entrepreneur Business owner
24 F IT professional Technical Leader
25 M Entrepreneur Business owner
26 M Entrepreneur Business owner
27 F Educator Technical Leader
28 F Educator Business owner
29 M Entrepreneur Business owner
30 M IT professional Technical Leader
31 M Educator Psychologist
32 M Entrepreneur Business owner
33 F Educator Business owner
34 F Entrepreneur Business owner
35 F Entrepreneur Business owner
36 M IT professional Technical Leader
37 F Researcher Assistant Professor
38 F Educator Pediatrician
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Appendix C Codebooks

Table C2 Participant identified sociotechnical approaches (RQ1)

Sociotechnical Approach Quote

Online risk detection with
AI/ML

“What we are trying to do is use a combination of technology, so
that would be machine learning and other advanced technologies like
that, advanced data analysis and human intervention to help parents
understand when and if their kids may be struggling with mental health
issues.”

Other security/safety tools “I help them be very intentional about how they design their products
so they design their products with the concept of safety by design to
make sure that they have the product practices this the processes and
the tools to ensure a healthy and safe online community.”

Parental control software “What we do is we give tools for parents in order to monitor their own
kids in their own families activities so parents can set alerts based on
type of content being accessed.”
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Table C3 Emerging themes for RQ1 - Online Safety Challenges

Theme Code Quote

Trade-offs between Privacy
and Protection

Teen privacy “But yeah it’s a big challenge, I would
say, like the balance of protection and
privacy, because, in order to protect your
kids you do have to have some of that
privacy.”

Legal liability “The company takes no risks with it
right so like if it’s found it’s gone, it’s
reported. . . we’re legally responsible for
doing something about them.”

Tensions around Diffused
Accountability

Demonizing big
tech

“companies could give a rat’s ass about
our kids. All they care about is making
money. ”

Membership “And where we see most of the issues
and things come from is around that
sense of responsibility and accountabil-
ity. The biggest reason for the bystander
effect is that diffuse means of responsi-
bility”

1-3 Risk is subjective Accuracy “I’m not sure how much nuance you’d be
able to get out of monitoring AI because
a lot of like child predators they’re not
direct about it”

Risk variability “as soon as you come up with a defense,
the people you’re defending against are
going to come by attacking it to come up
with a way to breach it.”

Lack of proprietary but
necessary data

Data access “This is a challenge, and the big chal-
lenge in this is that gaming systems are
closed and their proprietary.”

Technical solutions are
costly

Cost “all you have to do is stand up the sys-
tem to accept it, it’s going to be a ton of
data so keep that in mind your costs are
going to be astronomic .”
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Table C4 Emerging themes for RQ2 - Identified Solutions

Theme Code Quote

Centralized and Multi-
disciplinary Collaboration

Partnership “Keeping everybody
together...communities that is behind
you and has your back and is going to
support you and you know help, I would
say, is the best approach.”

Source sharing “being an open collaboration. . . it’s
totally open and so those opinions can
come from anywhere, as opposed to
select leaders from different product
areas”

Leveraging the state-of-art
AI

Ethical data
stewardship

“we also do not store anything about the
child...there’s no information about the
child, we don’t even know their name.”

Participatory
Design

“really important to have young peo-
ple involved in whatever you’re develop-
ing...I think the actual end users, even
if they’re on the team like they should
have input.”

Transparency “There needs to be much clear messag-
ing around what it (data) is and why it’s
being used that.”

Validation “explainable AI, understanding that the
data that’s coming out of that has been
validated and a lot of times that’s gen-
erally from human beings”

Prioritize Human-centered
Approaches

Ease of use “I would want them to have something
that was easy simple reliable engaging
all of those things that they want to use
themselves and would help them stay on
track.”

Empowerment “our marketing is more about empower-
ment, we say parents can buy this for
the kids so they are in better digital skills
and learn how to manage their time
online.”

Sustainable plans to keep
teens safe online

Self-sufficiency “What you’re offering should be a tech-
nology play to fill a gap somewhere or
should you offer more holistic solution.”
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